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ABSTRACT The enzyme reverse transcriptase (RT) was discovered in retroviruses almost 50 years ago. The demonstration that other types of viruses, and what are now called retrotransposons, also replicated using an enzyme that could copy RNA into DNA came a few years later. The intensity of the research in both the process of reverse transcription and the enzyme RT was greatly stimulated by the recognition, in the mid-1980s, that human immunodeficiency virus (HIV) was a retrovirus and by the fact that the first successful anti-HIV drug, azidothymidine (AZT), is a substrate for RT. Although AZT monotherapy is a thing of the past, the most commonly prescribed, and most successful, combination therapies still involve one or both of the two major classes of anti-RT drugs. Although the basic mechanics of reverse transcription were worked out many years ago, and the first high-resolution structures of HIV RT are now more than 20 years old, we still have much to learn, particularly about the roles played by the host and viral factors that make the process of reverse transcription much more efficient in the cell than in the test tube. Moreover, we are only now beginning to understand how various host factors that are part of the innate immunity system interact with the process of reverse transcription to protect the host-cell genome, the host cell, and the whole host, from retroviral infection, and from unwanted retrotransposition.

INTRODUCTION
The conversion, well over a billion years ago, of the RNA world into the modern configuration, in which genetic information is maintained primarily in DNA, required reverse transcriptases (RTs), enzymes that were able to copy genetic information from RNA into DNA, a process called reverse transcription. With minor (but important) exceptions, for example telomerase, normal cellular processes no longer require reverse transcription, which is now primarily employed in the replication of hepadnaviruses, retroviruses, and retrotransposons. This chapter will cover the process of reverse transcription, and the RTs that are involved in the replication of retroviruses and the related long terminal repeat (LTR) retrotransposons, which have lifestyles that are similar to a retrovirus that has either lost, or never acquired, the ability to be transmitted horizontally from one cell to another. The RTs of, and reverse transcription by, non-LTR retrotransposons will be considered in the chapters that describe these elements (49–55). A substantial fraction of the work that has been done on reverse transcription and RT has focused on human immunodeficiency virus type 1 (HIV-1); this is entirely appropriate given the extent of the HIV epidemic and the fact that HIV-1 RT is the target of two important classes of anti-HIV drugs. Thus, a substantial portion of this review will describe data and insights obtained in experiments that were done with HIV-1 and HIV-1 RT. However, there are some important differences in the RTs, and the process of reverse transcription, among the different retroviruses and LTR retrotransposons;
these differences will also be considered, at least briefly. The literature on RT and reverse transcription is both vast and complex. Any review, including this one, can present no more than a superficial overview of what is known. Much that is important has been omitted, some intentionally, some inadvertently; for these omissions, the author apologizes. For those who are interested, a number of helpful reviews have already been published, most of which are focused on retroviral RTs (1, 2, 3, 4).

THE PROCESS OF REVERSE TRANSCRIPTION

In retroviruses and LTR retrotransposons, reverse transcription is the conversion of a single-stranded RNA (ssRNA) copy of the genome into a double-stranded DNA (dsDNA). To avoid the loss of genetic information, the dsDNA copy is longer, on both ends, than the ssRNA from which it is derived (Fig. 1). Although genomic RNA has both a 5′ cap and a poly(A) tail, the ends of the genomic RNA that are transcribed from DNA have short duplications, called R. After reverse transcription, the DNA copy is flanked by longer duplications called the long terminal repeats, or LTRs (5, 6, 7). The LTRs have in them the sequences (enhancers, a promoter, poly-adenylation signals, etc.) that are needed for the host machinery to generate the genomic RNA from the reverse-transcribed DNA copy. The basic scheme by which retroviruses and LTR retrotransposons synthesize the DNA copies of their genomes is the same. It is theoretically possible to produce the dsDNA version of the genome from a single copy of the ssRNA genome (Fig. 1); in practice, retroviruses and LTR retrotransposons contain two copies of the RNA genome (8). It is likely that the primary reason for the presence of two copies of the RNA genome is that the second copy makes it possible to produce a complete dsDNA copy even if the RNA genome is nicked; RT can use the second RNA strand as an alternate template to bypass the nick. This switching of DNA synthesis between the two RNAs also means, if the two RNAs differ in their sequences, that the resulting dsDNA will be a recombinant; this will be discussed in more detail in a later section. Although retrotransposons and retroviruses encode other proteins that increase the efficiency of reverse transcription, RT has both of the enzymatic activities (DNA polymerase and RNase H) that are needed to carry out all of the steps in the process. The DNA polymerase of RT can copy either an RNA or a DNA template; RNase H cleaves RNA if, and only if, it is part of an RNA/DNA hybrid. Like many other DNA polymerases, the polymerase of RT requires both a template and a primer. Many retroviruses and LTR retrotransposons encapsidate a host tRNA that RT uses as a primer to initiate the synthesis of the first DNA strand; however, there are alternative strategies, including the use of a half tRNA primer (9) and self-priming using a processed form of the RNA template (10). Because the RNA genome is the same sense as the mRNAs, it is a plus strand; the first DNA strand to be synthesized by RT is a minus strand. Retroviruses and retrotransposons use a number of different host tRNAs as minus-strand primers; in such cases, the RNA genome carries, near its 5′ end, the appropriate complementary sequence, called the primer-binding site (PBS) (Fig. 1). This means that only a short piece of DNA (sometimes called the minus-strand strong stop) can be synthesized before the growing minus strand reaches the 5′ end of the RNA template. It would appear, at least for HIV-1 RT, that the initiation of reverse transcription is a particularly difficult step, probably at least in part because HIV RT cannot use an RNA/RNA template/primer efficiently (11, 12). This issue is discussed in more detail in the section on the structure of RT.

Synthesis of minus-strand DNA creates an RNA/DNA hybrid that is a substrate for RNase H. There is some controversy about whether there is significant RNase H cleavage by the RT that carries out minus-strand viral DNA synthesis. Cleavage by the polymerizing RT is not required; complete infectious copies of the dsDNA can be made (albeit inefficiently) by a mixture of RTs, some of which have only polymerase activity and some of which have only RNase H activity (13, 14). Moreover, although there is some disagreement in the literature, the bulk of the evidence suggests that there is little, if any, RNase H cleavage by an actively polymerizing RT in in vitro assays (15, 16). This issue is discussed in the section on the structure of RT. The short duplicated sequences at the ends of genomic RNA sequences (R) allow the complementary portion of minus-strand DNA to bind to the R sequence at the 3′ end of the viral RNA after the RNA template has been degraded by RNase H. It appears that minus-strand DNA is equally able to bind to (transfer to) the 3′ end of either of the two viral RNAs; thus, retroviral minus-strand DNA synthesis can either continue on the same RNA template, or switch to the other RNA (17, 18, 19); a similar result was obtained in experiments done with the retrotransposon Ty1 (20). After the minus strand is bound to the 3′ end of one of the two the RNAs (this step is called the first or minus-strand transfer), minus-strand DNA synthesis can continue.
FIGURE 1  Reverse transcription of the genome of HIV-1. This figure shows, in cartoon form, the steps that are involved in the conversion of the ssRNA genome found in virions into dsDNA. In the figure, RNA is shown in green and DNA in purple. For simplicity, the 5′ cap and the poly(A) tail, which are present on the viral genomic RNA, have been omitted. The various sequence elements in the viral genome, including the genes, are not drawn to scale. (A) The tRNA primer (green arrow on the left) is base paired to the primer-binding site (PBS). (B) RT has initiated minus-strand DNA synthesis from the tRNA primer, and has copied the U5 and R sequences at the 5′ end of the genome. This creates an RNA/DNA duplex, which allows RNase H to degrade the RNA that has been copied (dotted green line). (C) The minus-strand DNA (see text) has been transferred, using the R sequence found at both ends of the viral RNA, to the 3′ end of the viral RNA, and minus-strand DNA synthesis can resume. The HIV-1 genome has two purine-rich sequences (polypurine tracts, or PPTs, one immediately adjacent to U3; the other, the central PPT [cPPT] is in the pol gene). (D–G) The two PPTs are relatively resistant to RNase H (D) and they serve as primers for plus-strand DNA synthesis (E). Once plus-strand DNA synthesis has been initiated, RNase H removes the PPT from the plus-strand DNAs (F, G). The plus-strand that is initiated in U3 is extended until the first 18 bases to the tRNA primer are copied (see text); RNase H then removes the tRNA primer (E). It appears that the entire PPT primers are removed by RNase H; however, RNase H leaves a single riboA on the 5′ end of the minus-strand (E, F). Removing the tRNA primer sets the stage for the second-strand transfer (F). Both the plus- and minus-strand DNAs are then elongated. The plus-strand that was initiated at the U3 junction (on the left in the figure) displaces a segment of the plus-strand that was initiated from the cPPT, creating a small flap, called the central flap (cFLAP).
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The RNA genomes of retroviruses and retrotransposons all have at least one, and some have two, copies of purine-rich sequences that are relatively resistant to cleavage by RNase H. The essential copy of these polypurine tracts (PPTs) is found near the 3′ end of the genome; the second copy, if one is present, is usually found near the middle of the genome. After minus-strand DNA synthesis has copied the RNA past the PPT, RNase H degrades most of the RNA that has been copied but spares the PPT. The PPT can then act as the primer for plus-strand DNA synthesis (see Fig. 1). The PPT primer is subsequently removed from the plus-strand DNA by RNase H. If a central PPT is present (as it is in HIV-1), it can act as a second site for the initiation of plus-strand DNA synthesis. Based on experiments that were done primarily with HIV vectors, the second PPT does not appear to be essential for virus replication, although it does appear to help the efficiency of plus-strand DNA synthesis (21, 22). Extension of the plus-strand DNA along the minus-strand continues past the end of minus-strand DNA. This second transfer creates the LTRs (U3-R-U5) that will be found at the ends of the DNA genome when it is completed. Once plus-strand DNA synthesis copies the end of U5, synthesis continues until the portion of the tRNA primer that binds the PBS is copied. Experiments done with avian sarcoma leukemia virus (ASLV) showed that the portion of the tRNA that is copied extends to a modified A, which cannot properly base pair with a T; the segment that is copied into plus-strand DNA corresponds exactly to the PBS (23). The minus-strand DNA is also extended and copies the PBS from the RNA genome. It is likely that, in many cases, the RNA 5′ of the PBS has already been copied by RT and degraded by RNase H; in such cases, the 3′ end of the growing minus strand will stop at the 5′ end of the PBS. Copying the PBS and/or the tRNA primer requires RT to displace the tRNA from the RNA genome; RT is capable of this kind of displacement activity in in vitro reactions. After RT copies the end of the tRNA primer, the primer is cleaved from the minus-strand DNA by RNase H, setting the stage for the second (or plus-) strand transfer reaction. In contrast to the first strand transfer, the second strand transfer occurs in cis, presumably because there is only one long minus-strand DNA that can participate in the plus-strand transfer reaction (24). Full extension of the minus and plus strands leads to the synthesis of the dsDNA form of the genome, which is flanked on each end by the LTRs (Fig. 1).

Although the general outline of the process of reverse transcription for retroviruses and LTR retrotransposons has been known for about 35 years, there are some additional points that should be considered. There is the question of whether, at least in some cases, plus-strand DNA synthesis is initiated at positions other than the PPT, making use of residual fragments of the RNA genome that were not completely degraded by RNase H as plus-strand primers. There is quite good evidence that, in ASLVs, plus-strand DNA synthesis is initiated at many sites (25, 26). Conversely, murine leukemia viruses (MLVs) appear to have only one site at which plus-strand DNA synthesis is initiated, the PPT (5). HIV is somewhat controversial; however, there are published data that suggest that, like the ASLVs, HIV plus-strand DNA synthesis has multiple initiation sites (27, 28, 29). However, this raises an interesting question. ASLVs do not have a second PPT (nor, for that matter, do MLVs). If HIV can initiate plus-strand DNA synthesis at multiple points, why does it need a second central PPT?

It also appears, at least in the case of HIV, that plus-strand viral DNA synthesis displaces a portion of 5′ end of the plus-strand viral DNA that was initiated from the central PPT, creating a structure called the central flap. Various functions have been attributed to this flap in the literature. In particular, there are claims from several laboratories that the central flap is involved in nuclear import; however, recent experiments have called this idea into question (30). Although vectors that lack the central PPT (and, by extension, the central flap) replicate reasonably well, several groups have reported that the presence of the central PPT increases the titer of the virus (22, 31, 32). It does appear that the presence of the central PPT allows the virus to complete second-strand DNA synthesis more quickly, making it less susceptible to the host restriction by members of the APOBEC gene family (33, 34) (the APOBECs and their effects are discussed, briefly, in a later section).

In addition, it should be noted that the ends of the viral DNA, which need to be precise because they are the substrates for the integrase (IN) that inserts the dsDNA into the host genome, are defined by the specificity of RNase H cleavages. The U5 end of the genome is defined by the cleavage that removes the tRNA primer (Fig. 1); the U3 end is defined both by the cleavage that creates the 3′ end of the PPT and also by the subsequent cleavage that removes the PPT primer. What is remarkable is that these cleavages are usually made with single-nucleotide precision by an enzyme that has no obvious ability, based on both extensive structural and biochemical analysis, to bind to or otherwise recognize specific sequences. At first glance, it would appear that removing the tRNA primer would be a simple task;
all RNase H needs to do is to find the RNA/DNA junction at the 3′ end of the tRNA and remove the entire primer. In most retroviruses, that is exactly what happens; however, HIV-1 is an exception. The RNase H of HIV-1 actually cleaves its tRNA primer one nucleotide from the 3′ end, and the last nucleotide at the 5′ end of the minus-strand of the completed linear viral DNA is a riboA (Fig. 1) (35, 36, 37). This riboA is lost during integration, but its presence, at the very 5′ end of the minus strand in the linear form of HIV-1 viral DNA, shows that RNase H, in removing an RNA primer, does not always simply look for the junction between RNA and DNA. As far as we know (this is a problem that is difficult to investigate directly), the entire PPT primer is always removed; here the problem is how RNase H manages to cleave the RNA genome with single-nucleotide precision. As has already been mentioned, the single-nucleotide precision of these cleavages does not appear to involve sequence recognition in any direct sense; rather the specificity appears to be the result of the structure of the RNA/DNA duplex and its interactions with RT. Altering the sequence of either the PPT (which would alter its structure) or of the portion of the RNase H that contacts the nucleic acid near the PPT can cause a loss of cleavage specificity. Thus, it appears to be the interactions between the RNA/DNA duplex and the polymerase domain that determines the specificity of RNase H cleavage (38, 39, 40, 41, 42); this issue will be discussed in more detail in the next section.

**REVERSE TRANSCRIPTASES OF RETROVIRUSES AND LTR RETROTRANSPOSONS**

The RTs of retroviruses and LTR retrotransposons are synthesized as polyproteins that are processed by the corresponding viral/retrotransposon proteases (43). This processing takes place in the context of an assembled particle and, depending on which retrovirus/retrotransposon is being considered, can happen either within the producer cell or outside of it. The details of assembly of the polyproteins, their processing, and subsequent rearrangement to form mature particles are fascinating, but are issues that are beyond the scope of this review. It is important, for the reverse transcription reaction, that RT and its nucleic acid substrates are contained within a particle; why this is important will be considered later. Replication-competent retroviruses/retrotransposons encode three enzymes, RT, the protease needed to process the polyproteins, and the IN that inserts the dsDNA form of the viral genome into the host genome. These three proteins are most commonly expressed as part of a Gag-Pro-Pol polyprotein, with gag being the gene that encodes the structural components of the particle. Gag is encoded 5′ of Pro and Pol; in most but not all cases, the genomes of retroviruses and retrotransposons have special features that allow protein synthesis to occasionally bypass the stop codon at the end of gag, leading to the synthesis of Gag-Pro-Pol. Gag self-assembles, and Gag-Pro-Pol co-assembles with Gag. The protease processes both Gag and Gag-Pro-Pol to produce the mature forms of the structural proteins and the enzymes. There are exceptions; for example, the foamy viruses, despite being retroviruses, synthesize Pro-Pol separately from Gag, and Pro-Pol co-assembles with Gag by some other mechanism (44, 45). The mature form of RT also differs among various retroviruses and retrotransposons. In its simplest form, RT is a monomer (at least in solution) that contains both the polymerase and RNase H (46). There are also more complex forms of RT; the RT of prototype foamy virus, which also appears to be a monomer, is composed of both protease and RT (47). There are forms of RT that appear to be homodimers of a complete copy of RT (polymerase+RNase H); however, there is recent structural evidence to suggest, based on the structure of Ty3 RT, that, in at least some homodimeric RTs, the two subunits assume different structures, and it has been suggested that the polymerase activity and the RNaseH activities of Ty3 RT are contributed by different subunits (48). There are also heterodimeric forms of RT. ASLV RT appears to exist as a heterodimer that is composed of a larger subunit (RT+IN) and a smaller subunit (RT alone), and as two types of heterodimer composed of the larger and smaller subunits of the heterodimer. All three forms are active in in vitro assays (49, 50, 51); whether all three forms are also active in infected cells is not clear. The RT of HIV-1, which is by far the best characterized, is a heterodimer in which the larger subunit is a complete copy of RT and the smaller subunit is a protease cleavage product that has lost almost all of the RNase H domain (52, 53, 54).

The polymerase domain of viral and retrotransposon RTs are related, both at the structural and sequence levels, to DNA polymerases, including *Escherichia coli* DNA polymerase I (55). Although the polymerase of RT and DNA polymerase I (Pol I) are only distantly related, the similarity in both structure and function suggest that they had a common ancestor. The RNase H domain of RT has considerable similarity to a cellular RNase H; however, it has been suggested, based in part on comparing RNase H sequences, that retroviruses and LTR
retrotransposons were derived from a non-LTR retrotransposon, perhaps by fusion with a DNA transposon (56). This idea is supported by the observation that in many RTs there is a subdomain (the connection; see Fig. 2) that links polymerase and RNase H. It would appear that the connection subdomain was derived from RNase H. Although the two domains of the RTs that are now found in retroviruses and retrotransposons can be linked to cellular enzymes, whether they are related in any direct way to the original RTs that participated in the conversion of the RNA world into a DNA world is not clear. If retroviruses and LTR retrotransposons were derived, at least in part, from non-LTR retrotransposons, then the path back would have to go through the RTs of non-LTR retrotransposons.

**HIV-1 RT**

As already noted, the RT of HIV-1 is by far the best-studied RT, and it has been extensively analyzed biochemically, genetically, and structurally. It will not be possible, in this review, to do justice to the wealth of biochemical and genetic data that is available, and the description of the structural data will, of necessity, be superficial. The two subunits of HIV-1 RT are, respectively, 560 and 440 amino acids (52). The larger subunit (often called p66) is composed of two domains, the polymerase and RNase H. The polymerase domain, which includes approximately the first 430 amino acids of the p66 subunit, is folded into four subdomains: the fingers, palm, thumb, and connection (53, 54). The smaller subunit (p51) corresponds approximately, but not exactly, to the polymerase domain of the larger subunit and is folded into the same four subdomains. However, the relationship of the four subdomains to each other is quite different in the two subunits (Fig. 2). The active site of the polymerase is composed of a triad of aspartic acids (D110, D185, and D186) in the p66 subunit. The subdomains of p51 are arranged quite differently from their relative positions in p66; one
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consequence of this difference is that D110, D185, and D186 in the smaller subunit are not involved in any enzymatic function. In the p66 subunit, these three aspartates chelate the two Mg$^{2+}$ ions that carry out the chemical step of adding nucleotides to the growing DNA chain. There are a number of other amino acids near the catalytic triad that play important roles in the polymerase reaction. For example Y115, and the F at the corresponding position in MLV RT, are situated immediately beneath the 2’ position of incoming dNTPs. These aromatic amino acids act as a steric gate that allows the incorporation of dNTPs, but, because of a clash with a 2′-OH, greatly reduce the ability of the polymerases of these RTs to incorporate NTPs (57, 58).

The RNase H domain is present only in the larger subunit of HIV-1 RT; the RNase H active site is composed of four amino acids that chelate the two Mg$^{2+}$ ions (D443, E478, D498, and D549). Thus, both of the enzymatic functions of RT are in p66; p51 appears to play a structural role (53, 54). We are fortunate not only to have structures of HIV-1 RT as an unliganded protein (59, 60, 61), but also structures in which RT has bound dsDNA (54, 62) or RNA/DNA hybrids (63, 64). We also have structures in which RT has bound dsDNA and an incoming dNTP or a dNTP analog (65, 66, 67, 68), and numerous structures of RT bound to nonnucleoside RT inhibitors (NNRTIs), only some of which are cited here (53, 69, 70, 71, 72, 73, 74, 75). Although there are still some modest holes in the overall structural picture (it would, for example, be nice to have a structure of HIV-1 RT bound to an RNA/RNA duplex, particularly one that mimicked the initiation of minus-strand DNA synthesis), there are enough different structures available that we have a good idea of the structural changes that take place during the binding of a nucleic acid substrate and the incorporation of a dNTP.

One of the important themes of reverse transcription is that some of the structural elements of HIV-1 RT undergo considerable movement during the polymerase reaction. These movements are an integral part of polymerization: RT really is a small molecular machine. In the unliganded state, the thumb of p66 is closed and reaches over to touch the fingers (Fig. 3). Binding of a template/primer is accompanied by a major movement of the thumb; this allows the double-stranded nucleic acid access to a long groove in the protein where it binds. The double-stranded nucleic acid to which RT binds is relatively long, 17 to 18 bp (54, 63, 65). Binding bends the double-stranded nucleic acid substrate by approximately 40°. This bend involves a segment of the dsDNA several base pairs long and occurs near the base of the thumb of p66. In contrast to most DNA polymerases, which only have to copy DNA, RTs must be able to copy both a DNA and an RNA template. dsDNA can exist as either an A-form or a B-form duplex, although the B form is usually the preferred structure in solution. Because of the 2′-OH, dsRNA cannot exist as a B-form duplex. RNA/DNA duplexes often form a sort of hybrid structure, intermediate between A and B, called H form. RT appears to have resolved the problem of dealing with more than one type of double-stranded nucleic acid substrate by constraining DNA/DNA duplexes in an A-form configuration near the polymerase active site. The transition from primarily A form to B form occurs at the bend in the DNA near the base of the p66 thumb.

HIV-1 RT prefers to bind a nucleic acid substrate with a 5′ extension that can serve as a template for the addition of dNTPs; this type of substrate is preferentially bound in a fashion that places the 3′ end of the strand that will be extended (the primer stand) immediately adjacent to the polymerase active site, in what is called the P or priming site. In the absence of an incoming dNTP, the fingers of p66 are open (54). Binding an incoming dNTP at the active site (also called the N or nucleoside triphosphate-binding site) induces the fingers to close; this closing of the fingers upon dNTP binding is a feature that HIV-1 RT shares with other DNA polymerases (65, 76). The closing of the fingers sets the stage for the chemical step in which the dNTP binding reaction can be run backwards in vitro in the presence of an appropriate nucleic acid substrate and sufficient pyrophosphate. It is the release and degradation of the pyrophosphate that drives the polymerization reaction. Once pyrophosphate is released, the fingers of p66 open, and the end of the primer, now temporarily in the N site, can move back to the P site, in a process called translocation. This permits the binding and incorporation of the next incoming dNTP, allowing the polymerase of HIV-1 RT to carry out multiple rounds of dNTP incorporation without releasing the nucleic acid substrate. However, in vitro, HIV-1 RT is only modestly processive, usually copying at most a few hundred nucleotides before it falls off the nucleic acid substrate.

It is important to remember that the reactions catalyzed by DNA polymerases depend directly on the sequence of the template that is being copied. As will be discussed in more detail later, RTs carry out this process with considerable precision. Thus, the active site, in the
sense that it is the binding site for an incoming dNTP, is composed of both protein and nucleic acid. For the copying reaction to be faithful, the nucleic acid must be held both tightly and precisely by RT. As might be expected, both the polymerase domain and the RNase H domain make extensive contacts with their nucleic acid substrates. Elements have been identified in the polymerase domain (for example, the primer grip and the template grip) that play important roles in positioning the nucleic acid substrate precisely and appropriately (54). However, it is also important to point out that elements of both the RNase H domain and the polymerase domain that are involved in binding the nucleic acid substrates help to position these substrates accurately at the polymerase active site. Conversely, as will be discussed briefly in the next section, the nucleic acid-binding elements in both domains are needed to position the nucleic acid substrate appropriately for proper RNase H cleavage (39, 40, 77, 78, 79, 80, 81, 82, 83).

The structural basis of RNase H activity is somewhat less clear, in part because we have only two published structures of HIV-1 RT in a complex with an RNA/DNA duplex (63, 64). When RT binds a dsDNA duplex, although the RNase H active site is near the template strand (Fig. 2), the active site is not close enough to the template strand for cleavage to take place, even if the template strand was RNA. This separation of the DNA template from the RNase H active site may be important because, strictly speaking, RNase H is not an RNase but a nuclease (84, 85), and it could conceivably cleave a DNA template strand if it contacted the RNase H active site. However, in neither of the structures in which RT is bound to RNA/DNA is there close contact between the active site of RNase H and the RNA strand. In the older structure, the RNA sequence in the nucleic acid duplex was derived from the PPT, and the alignment of the sequence with the enzyme places the RNase H active site over a portion of the PPT where RNase H does not cleave (63). The overall trajectory of the RNA/DNA duplex as it passes through RT is remarkably similar to the overall trajectory of a bound dsDNA whose sequence is unrelated. In particular, there is a similar bend in both nucleic acid duplexes near where they pass the thumb of p66. There is an unusual feature of the PPT RNA/DNA RT structure: in the middle of the nucleic acid duplex there is an unpaired base, two mispaired bases, and then a second unpaired base that brings the duplex back into proper register. There has been considerable speculation over whether this unusual mispaired feature is related to the sequence of the PPT, whether (and to what extent) the mispairing is induced by binding to RT, and whether the mispairing is related to the fact that RNase H cannot cleave within the PPT. We do not have clear answers to any of these questions; however, there are experiments that suggest that portions of the PPT are only weakly base paired when it is not bound to RT, so that binding to RT could easily create (or enhance) the tendency of this segment to be mispaired (41, 42).

As mentioned earlier, it is still unclear exactly how the RNase H of RT is able to make the cleavages that generate and remove the PPT primer (or, for that matter, remove the tRNA primer) with single-nucleotide precision. Although the cleavage site that is chosen is sequence dependent in the sense that, if the sequence is changed, the cleavage site(s) also changes, it appears that this is due to the structure of the PPT when it is bound to RT rather than to the sequence per se. Similarly, sites have been identified in RT, particularly a set of amino acids called the RNase H primer grip, that interact with the DNA strand of an RNA/DNA duplex and are needed to position the RNA strand properly.

---

**FIGURE 3** Movement of HIV-1 RT during polymerization. The colors used for the various subunits, domains, and subdomains of RT, and for the two DNA strands, are as in Fig. 2. The p51 subunit is gray. The RNase H domain is shown in pink, and the four subdomains to the polymerase domain are as follows: fingers, blue; thumb, green; palm, red; and connection, yellow. The DNA template is dark red and the primer strand is purple. The incoming dNTP is light blue. The structural changes in RT can be correlated with specific steps in the binding of the substrates and the incorporation of the incoming dNTP. In unliganded RT, the fingers and thumb are closed (A). Before the dsDNA (or other nucleic acid substrate) can be bound, the thumb must move (A → B); this allows the dsDNA to be bound (B). This sets the stage for the binding of the incoming dNTP. When the incoming dNTP binds, the fingers close, which allows the dNTP to be incorporated, with the release of pyrophosphate (PPi). The incorporation of the dNTP temporarily leaves the end of the primer stand in the N or nucleoside triphosphate-binding site (see text). Translocation moves the nucleic acid by 1 bp, which allows the next dNTP to be bound and incorporated. doi:10.1128/microbiolspec.MDNA3-0027-2014.f3
for cleavage (39, 40). As has already been discussed, in thinking about the proper positioning of the RNA/DNA duplex, contacts in both the RNase H domain and the polymerase domain are important. As might be expected, it would appear that the most important contacts are in the RNase H domain. However, it is worth pointing out that if the RNase H domain of HIV-1 RT is expressed separately from the polymerase domain, it is unable to cleave an RNA/DNA heteroduplex, despite the fact that it is properly folded, because, by itself, the RNase H domain is not able to bind an RNA/DNA heteroduplex. In this sense, RT acts as an integrated whole: two domains work together to properly position the various nucleic acid substrates relative to the two active sites.

Although the more recent structure of RT bound to an RNA/DNA duplex did not involve a duplex whose sequence is based on the PPT, the RNA strand of this structure still does not make close contact with the RNase H active site (64). There are some significant differences in the structures of the two RT/RNA/DNA complexes, for example, there is no evidence of mispaired bases in the newer structure. However, the RNA strand is nicked in this structure and questions have been raised about whether the nick and/or crystal contacts may have affected the structure of this RT/RNA/DNA complex. Thinking about the fact that there are no structures in which a nucleic acid makes close contact with the active site of RNase H brings back the question, raised earlier, of whether an RT that is actively polymerizing brings back the question, raised earlier, of whether an RT that is actively polymerizing can simultaneously carry out RNase H cleavage. As was mentioned previously, there is controversy in the literature, and the available data are based entirely on in vitro assays; however, the bulk of the data suggests that there is little, if any, cleavage of an RNA/DNA duplex in an in vitro reaction if RT is actively polymerizing (15, 16). If this really is the correct interpretation, and if RT must pause before RNase H can cleave, it is possible that there needs to be some repositioning of an RNA/DNA duplex to bring the RNA strand into close contact with the RNase H active site and, conversely, the nucleic acid, when it is properly positioned for RNase H cleavage, might not be properly positioned for polymerization.

There is a large and complicated volume of literature describing the effects of mutations in RT and in critical portions of the RNA genome (such as the PBS and the PPT) on both the polymerase and RNase H activities of RT in vitro and on the process of reverse transcription in infected cells. Most, but not all, of this literature is based on experiments done with purified recombinant HIV-1 RT and with HIV-1-based vectors. All of the obvious features of the enzyme have been mutated (for example, the amino acids in both of the active sites, amino acids that are involved in holding and positioning the nucleic acid in both the polymerase domain and the RNase H domain, and amino acids at the interface between p66 and p51). The good news is that, in general, the genetic and related biochemical data nicely match the structural data. Thus, we can conclude that the interpretations that have been made about what various parts of RT are doing based on where they are in the structure and whether they contact either the nucleic acid or the dNTP substrates are largely correct. There is, in general, relatively good agreement between the effects of mutations on the behavior of purified RT in vitro and their impact on reverse transcription in infected cells. However, as might be expected, there are also some mutations that appear to differentially affect the behavior of purified RT and virus replication. In many of the cases where there appears to be a disagreement, the mutations have a more profound effect on virus replication than on the activity of purified RT.

One simple example involves mutations that affect the ability of RT to be degraded by the protease in virions (86, 87, 88, 89, 90, 91). Many of these RT mutants are temperature sensitive, both in the sense that the extent to which RT is degraded is much greater at the temperature at which the virus normally grows, 37.5°C, than at 32°C, and in the sense that, if the mutant RTs are prepared as purified recombinant proteins, they melt at a lower temperature than wild-type RT. Basically, these temperature-sensitive mutations allow the RT to partially unfold at 37.5°C, and the partially unfolded RTs are susceptible to cleavage by the viral protease. Mutations that confer this phenotype are not difficult to generate; however, as expected, they are, for the most part, mutations that are not usually found in viruses isolated from patients. There is one interesting exception: a mutation, G190E, that confers resistance to NNRTIs. In a standard genetic background, the G190E mutation leads to extensive degradation of RT (88). However, G190E mutants have been found in a small number of patients; in these viruses, the G190E mutation is accompanied by several additional mutations that allow the mutant RT to escape degradation. Taken together, the data suggest that the evolutionary space that is available to RT is constrained not only by the need for the enzyme to be able to carry out its appropriate enzymatic functions efficiently but also by a requirement that RT needs to survive in virions in the presence of the viral protease.
REVERSE TRANSCRIPTION IN CELLS

By the standards of host DNA polymerases, the polymerase of HIV RT is relatively slow. Completing the minus-strand DNA in an infected cell, which involves RT extending a single 3′ end, takes several hours, and the rate of nucleotide addition during minus-strand synthesis in cells has been estimated to be approximately 70 nucleotides per minute (92). There is evidence that it takes less time to complete plus-strand DNA synthesis; the most obvious explanation is that the plus-strand DNA is made in segments. If there are multiple 3′ ends, several RTs can collaborate to complete the task of plus-strand DNA synthesis and the job can be completed more quickly.

Although it is convenient to study reverse transcription in vitro, using purified recombinant RT, this approach is a considerable simplification relative to what happens in cells. Reverse transcription is initiated in the cytoplasm, within a complex structure, usually called the reverse transcription complex (RTC), which is comprised of RT and other viral proteins (93, 94, 95, 96). In addition, there are host proteins that can affect the process of reverse transcription and the outcome. At least initially, the RTC has an outer shell, called the capsid; it is composed of a single protein, also called capsid, or CA, that was derived from Gag by protease cleavage. In the literature, there is much speculation about what happens to the capsid shell during reverse transcription, and there is evidence that the shell is modified during reverse transcription (94, 97, 98). Much of the discussion of what happens to the RTC during reverse transcription involves a process that is called “uncoating.” This name is misleading; there is growing evidence that the capsid shell is largely intact for most or all of the process of reverse transcription, although it appears to be remodeled, either during reverse transcription or perhaps by the process of reverse transcription.

Both the foamy retroviruses and the hepadnaviruses carry out reverse transcription in producer cells, rather than in newly infected cells (45, 99, 100). Thus, for these viruses, it is a dsDNA copy of the viral genome that is inside the virion and inside the capsid shell. This shows that the capsids of these viruses can accommodate a complete, or nearly complete, dsDNA copy of their viral genomes inside their capsid shells, and that, for these viruses reverse transcription is either entirely, or almost entirely, cytoplasmic. The total amount of DNA (number of nucleotides) that is present following reverse transcription is only slightly larger than the total amount of ssRNA in the two strands of genomic RNA that were initially packaged. If, when the plus-strand DNA is synthesized, it is segmented, then the dsDNA could be folded into a relatively compact structure. It has recently been shown that the capsid of some retroviruses protects their viral DNA from host sensors that are part of the innate immune system (101). These sensors are designed to detect the presence of DNA in the cytoplasm; the fact that the capsid protects (or at least partially protects) the viral DNA from these sensors suggests that the capsid remains intact until relatively late in the reverse transcription process. Finally, and probably most importantly, the capsid shell serves to keep the proteins that are needed to carry out both the reverse transcription and integration together with their nucleic acid substrates. Structural data suggests that the mature capsids of retroviruses have holes in them that are large enough to permit dNTPs to enter and pyrophosphate to leave but small enough to prevent the loss of proteins (102, 103). Not surprisingly, there are a number of mutations in the capsid protein that completely block reverse transcription. In particular, mutations in the capsid protein that disrupt the structure of the mature capsid shell block reverse transcription, even if the virions contain a full complement of the other proteins (including active RT) needed to carry out the process (94, 104). Capsid mutants that do not form a normal capsid shell that properly encapsidates the genomic RNA, nucleocapsid (NC), RT, and integrase (IN) fail to initiate reverse transcription, presumably because the necessary components fail to remain associated in the cytoplasm of the newly infected cell. In thinking about the role of the capsid shell, it should be remembered that the RTCs of most retroviruses and retrotransposons contain a fairly large number of copies of RT and IN (estimated to be 50 to 100 for HIV-1). In the case of HIV, reducing the number of enzymatically active copies of RT more than 2- to 3-fold dramatically reduces the ability of the virus to complete the process of reverse transcription (14). This result illustrates the need to retain most or all of the RTs (and, by extension, the other protein components) that were present inside the capsid shell when the particle was formed.

There are other capsid mutants that are able to form what appears to be a reasonably normal capsid shell but a shell that appears to be either too unstable or too stable; both types of mutant can affect the process of reverse transcription (94). Either during the process of reverse transcription or concomitant with the completion of reverse transcription, the RTC is converted into the preintegration complex (PIC) (94, 97, 98, 101, 105). The exact composition of the PIC is not well understood, and whether the PICs of different retroviruses...
and retrotransposons are or are not different is also unclear. Retroviruses in which reverse transcription is carried out in the infected cell can complete the process in the cytoplasm; fully competent PICs can be isolated from the cytoplasm of infected cells (106, 107). However, it is not clear that reverse transcription must always be completed in the cytoplasm. In the end, the type and the state of the infected cell could play a critical role in determining whether any reverse transcription takes place in the nucleus. In addition, for those retroviruses/retrotransposons that synthesize their plus-strand DNA in multiple segments (25, 26, 108), it is likely that the final filling in and ligation of a complete, intact plus-strand takes place in the nucleus, and is carried out by host DNA-repair enzymes.

In addition to RT and capsid, the other viral protein that is known to play a major role in reverse transcription is the NC. Like CA, the NC is synthesized as part of the Gag polyprotein; in most cases, the processing of Gag by protease separates the CA and NC. However, the processing of the Gag protein of foamy viruses, while essential for virus replication, removes only a small piece from the C terminus, and, in foamy viruses, the NC equivalent is part of the capsid (109, 110). NC plays the role of a nucleic acid chaperone, facilitating the formation of low-energy RNA and DNA structures. Because NC (in the context of Gag) has an important role in the packaging of genomic RNA, it has not been a simple matter to determine exactly what NC does during reverse transcription in cells. In vitro, NC can, under the right circumstances, help RT get though regions of secondary structure, facilitate transfers between templates, and help prevent “turnaround” DNA synthesis in which the 3′ end of a ssDNA folds back on itself, leading to the synthesis of a DNA hairpin (111, 112, 113, 114, 115, 116, 117, 118).

There are several other viral proteins that have been proposed to have a role in reverse transcription; however, for these other proteins, the data are less compelling. There is no question that a significant fraction of the IN mutants that have been analyzed have defects in reverse transcription, and there are IN mutants that have a profound negative impact on reverse transcription in both HIV and retrotransposons (119, 120, 121, 122, 123, 124, 125). There are claims that an association between RT and IN is needed for reverse transcription. There are, however, no clear data showing that IN helps the process of reverse transcription or the enzymatic activities of RT in vitro. It is likely that the IN mutants have an indirect effect on reverse transcription. At least in the case of HIV-1, the IN mutations that block reverse transcription also affect the structure of the capsid shell. It is unclear why or how IN is involved in forming a proper capsid shell; however, it does appear that the disruption of the capsid shell is the root cause of the failure of these IN mutants to carry out reverse transcription. The mutant virions contain normal amounts of properly processed viral proteins, including RT, and if the virions are broken open in vitro, the RT is fully active. However, as judged by electron microscopy images of the virions that carry these IN mutants, the capsid shell does not enclose the RNA. It is likely that this leads to a dissociation of RT and the RNA early in infection; the IN mutants that have defective capsid shells do not initiate reverse transcription and thus resemble, in their phenotypic behavior, the CA mutants that fail to form a proper capsid shell. This interpretation supports the idea that an intact capsid shell, which surrounds the RNA, helps the RTC retain RT and NC, making it essential for reverse transcription. There have also been claims that other viral proteins, for example Vpr and Tat, can affect the activity of RT in vitro; however, it is not clear that these proteins play an important role in reverse transcription in infected cells (126, 127, 128, 129, 130, 131). These factors are present in only a small subset of retroviruses, and it seems, for that reason, unlikely that they play a fundamental role in reverse transcription.

There are host factors that have been reported to help reverse transcription. The best example is dUTPase. Some retroviruses encode their own dUTPases (132, 133, 134); others appear to use Vpr to interact with host dUTPases (135, 136, 137, 138). However, the use of a dUTPase of either host or viral origin is not universal, and it is unclear why some retroviruses make (or steal) them and others do not. However, the fact that some retroviruses make use of host or viral dUTPases does suggest that these viruses are using these enzymes to increase the fidelity of their replication, and proposals that the replication of the viruses is deliberately sloppy are probably incorrect. This issue will be considered later, in the section devoted to fidelity. It has also been claimed that, for HIV, the host lysyl aminoacyl-tRNA synthetase plays a role in the selective packaging of the correct tRNA primer (139, 140); however, HIV can replicate reasonably efficiently using other tRNA primers (141, 142, 143). It has also been proposed that an RNA debranching enzyme is involved in the first-strand transfer during reverse transcription (144, 145); this claim should also be viewed with some caution, at least until more and better evidence has been presented.

There are host proteins that can negatively affect reverse transcription. The well-characterized negative host
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Factors appear to be involved in host defense: the host would like to protect itself both from retroviral infections and from uncontrolled replication of retrotransposons. Three of the best-known host defense factors, Trim5a, TrimCyp, and FV-1, appear to affect the stability of the capsid shell in the cytoplasm (146, 147, 148, 149, 150, 151, 152, 153, 154, 155, 156). This reprises the theme that has been touched on several times already, that the capsid shell needs to pass the Goldilocks test: not too unstable or it will fall apart and the proteins, including RT, that are needed to complete reverse transcription (and subsequently, integration) will be lost; but not too stable or there will be problems, less well defined but possibly related to the completion of reverse transcription and/or the conversion of the RTC into a PIC. Another well-characterized host factor known to have a significant negative impact on the replication of some retrotransposons and retroviruses that acts at the stage of reverse transcription is SAMHD1. SAMHD1, which is found, in an active form, in some non-dividing cells, catalyzes the conversion of dNTPs to their corresponding nucleosides and free triphosphate, and it can reduce the levels of dNTPs to a point where the reverse transcription of retroviruses is blocked (157, 158, 159, 160, 161, 162). Although SAMHD1 was discovered because it can block the replication of HIV-1 in some cultured cells and because HIV-2 makes a protein that counteracts it, based on the phenotype of humans who fail to make SAMHD1, its primary role may be to help control the level of replication of retrotransposons and retroviruses (163, 164).

The other well-defined group of host proteins that negatively affects reverse transcription is the APOBECs. These are cytosine deaminases, and the members of the family that affect reverse transcription act on dC residues in a ssDNA template, converting dC to dU (165, 166, 167, 168, 169, 170). There are a number of credible reports that some APOBECs can affect reverse transcription (and apparently integration), even in the absence of an ability to deaminate dC (171, 172, 173, 74). Exactly how this is accomplished is unclear, but the APOBECs bind single-stranded nucleic acids, and it is possible that binding alone is sufficient, at least in some cases, to interfere with reverse transcription and/or integration. However, it is also clear that the conversion of dC to dU is an important part of the antiviral/anti-retrotransposon effects of at least some of the APOBECs. To be active they (usually) need to be packaged into the virion in the producer cell. The antiviral/antiretrotransposon APOBECs are DNA specific: they act primarily on minus-strand DNA after the RNA template has been removed by cleavage by RNase H but before the plus-strand DNA has been synthesized. As was mentioned briefly in a previous section, this could help to explain the role of the central PPT in HIV and perhaps in other retroviruses and retrotransposons. The presence of the central PPT reduces the time that the first DNA strand is single stranded, thus reducing the susceptibility of the virus to APOBECs (33, 34).

The primary signature of the APOBECs is the conversion, in the newly synthesized plus-strand DNA, and subsequently in the RNA, of multiple G residues to As. The various APOBECs have slightly different preferences for the sequences adjacent to the dC residues they deaminate; the preference of the best studied of the antiviral APOBECs, APOBEC3G, causes it to have a tendency to generate termination codons. The fact that, in most cases, APOBECs are only able to modify the genomes of retroviruses if they are expressed in the producer cells and packaged into virions suggests that the capsid shell protects the viral DNA not only from cytoplasmic host-cell DNA sensors in a newly infected cell but also from any APOBEC proteins that might be present. This provides one more piece of evidence that the capsid shell remains largely intact, at least until the RNA genome has been converted into dsDNA. There are a modest number of exceptions to this general rule, and there are some circumstances (or perhaps more accurately, there are some cells) in which APOBEC proteins that are present in a newly infected cell are able to modify the viral genome. As intriguing as these examples are, they are exceptions, and it is not clear how they fit into the broad picture in which most of reverse transcription takes place inside the capsid shell.

FIDELITY

A number of factors contribute to the complex array of mutations that are seen in populations of retroviruses and retrotransposons. Some endogenous elements spend much of their existence hiding in the host genome and, if they are expressed at a high level, they can be deleterious to the host (163, 164). For endogenous viruses and retrotransposons that are primarily transmitted vertically, the position at which the element is integrated can be a major factor in determining whether it will be selected against; in such cases, mutations in the genome can be fixed because the element occupies a fortuitously favorable integration site, rather than because the mutations the element carries help it replicate efficiently. Conversely, for viruses that are transmitted horizontally and replicate rapidly, like HIV, the replicative fitness of
the virus is quite important. HIV-1 infections are often initiated by a single virion (175); however, in an untreated patient, within a few years, the virus population has diverged to the point where no two viral RNAs isolated from the blood have the same sequence. This rapid diversification is due to the fact that virus replicates rapidly, and to the relatively large population of replicating virus (176). The viruses that are seen in the blood are those in which mutations have had, in general, a minimal impact on the overall replicative fitness of the virus. In addition, there is selection, in patients, for variants that reduce the immunological susceptibility of the virus. However, all of the variation that is seen in these virus populations derives from errors that are made during replication. Three enzymes participate in the replication of the genomes of retroviruses and retrotransposons: the host RNA Pol II, RT, and the host’s replicative DNA polymerase. The degree to which the host DNA polymerase makes a significant contribution depends on the life-style of the element in question. For actively replicating viruses, like HIV-1, the contribution of the host DNA polymerase, which, in combination with its ancillary proofreading machinery, has a very low error rate, is negligible. However, for some endogenous retroviruses and retrotransposons that are vertically transmitted and are passively replicated for many generations, the host DNA polymerase is the major source of errors. Because the process of reverse transcription creates two LTRs that have identical sequences when they are first synthesized, comparing the sequences of the two LTRs of ancient proviruses/retrotransposons is an important tool in molecular paleontology.

Although HIV-1 RT can inefficiently excise the nucleotide analogs that are used to treat HIV infections after they have been incorporated into viral DNA (discussed briefly later in this chapter), and there are RT mutants that are significantly better at excising these analogs than wild-type RT (177, 178), these mutations do not appear to improve the fidelity of HIV replication, and it appears that RT has no editing function that improves its fidelity (179). In contrast, RNA Pol II is able to back up and excise a misincorporated nucleotide (180). This, coupled with the knowledge that HIV-1 RT (and most other retroviral RTs) are relatively error prone in vitro, having an error rate of approximately 10^-5, has led to widespread claims that the errors made during virus replication can be attributed to RT. There are several potential problems with this simple and convenient picture. First, the actual error rate of RNA Pol II has not been well defined, and its contribution to the overall errors made during the active replication of retroviruses and retrotransposons is not known (181). Secondly, the overall error rate of retrovirus replication is about 10^-5, a much lower error rate than has been measured for HIV-1 RT in vitro (182, 183, 184, 185). This suggests that, in the environment of the RTC and perhaps because of the participation of other viral and/or host proteins, reverse transcription is a higher-fidelity process in an infected cell than it is in vitro. If the overall error rate is about 10^-5, then the fidelity of both RNA Pol II and RT cannot be less than 10^-5; however, we still do not know which of the two enzymes makes the majority of the errors, or if they make roughly equal contributions. In thinking about the problem, it is important to remember that the flow of information is from RNA Pol II to RT. For this reason, RT cannot be selected to have a higher fidelity, in terms of copying information, than RNA Pol II. If we assume that most retroviruses and retrotransposons are trying to copy their genetic information faithfully, an idea that is supported by the fact that some viruses encode dUTPases, and others make use of host-cell dUTPases, and that retroviruses carry proteins that counteract the APOBEC proteins, then the fidelity of RT would be limited by the fidelity of RNA Pol II, and the fidelity of the two polymerases would be similar.

There are, however, additional layers of complexity. Although it is convenient to think about fidelity in terms of an overall error rate, this does not provide a clear picture of the errors that arise during one round of replication. In the first place, not all substitutions are equally likely. As would be expected, at least for HIV-1, the best-studied system, missense mutations are more frequent than frameshift mutations, and the majority of the missense mutations are transitions rather than transversions (184, 185). In the case of HIV, the most common transition (in the plus-strand) is G to A. If this preference for making G to A mutations is largely due to errors made by RT, which is not clear, it probably reflects a tendency of RT to insert a T opposite a G during first-strand DNA synthesis. (These experiments were done in cells that do not express significant levels of the APOBEC proteins that affect HIV replication, and essentially all of the G-to-A mutations were made in the wrong sequence context to be APOBEC mutations.) However, the mutations were not uniformly distributed but preferentially occurred at specific sites or hotspots. In some cases, exactly the same target sequences were used in the in vitro assays done with purified RT and the virus replication assays; however, the hotspots that were reported in vitro do not match those seen during virus replication (186, 187, 188, 189). To make matters
worse, the hotspots seen in experiments done by different laboratories using purified RT to copy the same template do not match. This result, taken together with the fact, already mentioned, that the fidelity of RT, as measured in vitro, is at least 10-fold too low, should serve as a warning to those who are trying to understand fidelity as it applies to the replication of retroviruses/retrotransposons using in vitro fidelity data that was obtained with purified RT. Not surprisingly, all of the problems that have just been discussed apply with equal or greater force to the very large volume of literature that describes the impact of mutations in RT on fidelity.

As might be expected, mutations in RT affect its fidelity, measured in in vitro assays, and the fidelity of the replication of the parental virus. Here too, most of the experiments have been done with HIV-1, and HIV-1 RT, although there are some data for some other retroviruses and their respective RTs. This is a large and complicated literature, and it is complicated, at least in part, because there have been a large number of assays that have been used to try to measure fidelity in vitro. As was the case with the experiments done with wild-type RT and a vector that replicates using wild-type RT, there is relatively little agreement between the in vitro data obtained with purified RT and the corresponding data, obtained with the same RT mutants, using a viral vector (179, 185, 186, 187, 188, 189, 190, 191, 192, 193, 194, 195, 196, 197, 198, 199, 200, 202). There are several simple conclusions. Although only a small number of RT mutants have been tested in the context of virus replication, mutations that have been reported to increase the fidelity of RT in vitro caused a small to moderate increase in the overall error rate in virus replication assays (183). Some of the mutations in RT affected the relative proportion of missense and frameshift errors. In addition, mutations in RT that did not cause a substantial increase in the overall error rate still caused substantial increases in the errors made at specific positions in a target gene. This result demonstrates that the overall error rate is not, in many cases, a good measure of the impact of a mutation in RT on the errors made during virus replication. In particular, changes in RT that have little effect on the overall error rate can still increase the chances that mutations will arise that can allow the virus to escape from immunological surveillance and/or develop resistance to particular drugs.

**RECOMBINATION**

As has already been discussed briefly, there are, during minus-strand DNA synthesis, frequent transfers between the two RNA templates (203, 204, 205, 206, 207, 208, 209, 210, 211, 212). Most or all of these transfers are probably caused by nicks in the genomic RNAs (213). By switching DNA synthesis to the other RNA strand, RT can generate an intact DNA copy of the genome from two nicked RNA templates, so long as both of the RNA strands are not nicked at the same place. The strand transfers that lead to recombination are similar to the first-strand transfer reaction, which has been described in an earlier section of this review. If, as is often the case, the two RNA copies are identical, these multiple strand transfers have no genetic consequences. However, if there are, in the same host cell, DNAs that encode two variants of the same retrovirus or retrotransposon, particles can be produced that contain two related RNA genomes. In such cases, strand transfers that occur during first-strand DNA synthesis will produce a recombinant genome (203). This can have important consequences, if, for example, recombination involves RNAs from two HIV-1s that carry different drug-resistance mutations. Because recombination can only occur if the two parental RNAs are copackaged into a single particle, recombination between different but fairly closely related retroviruses or retrotransposons is rare; however, it does happen. For example, HIVcpz, the chimpanzee retrovirus that gave rise in humans to HIV-1, is a recombinant between two different simian immunodeficiency viruses, one of which is normally found in red-capped mangabeyes, and the other in a Cercopithecus monkey (214).

It appears that there are at least three factors that can affect the generation of recombinant retroviruses and retrotransposons: (i) the copackaging of the RNAs; (ii) the similarity of the genomic sequences, which is required for the transfer of DNA synthesis between the templates; and (iii) the viability of any recombinant virus that emerges. The packaging of the retroviral RNA genome is a complex topic, the details of which lie outside of the scope of this review. Briefly, there is a structured segment of the RNA near the 5′ end of the genome, called Ψ, which is important for packaging. The RNA dimer forms before it is packaged, and there is a secondary condensation step that happens after the RNA dimer is packaged (215). In the case of HIV, a kissing loop, called the dimer initiation signal (DIS), is a critical component that has a significant role in the formation of the RNA dimer (216, 217, 218). Even within HIV strains, there is variation in the sequence of the DIS (219, 220), and the compatibility of the DIS (the ability to form a kissing-loop dimer) affects RNA dimerization and, by extension, recombination. However, sequences
outside the DIS also affect the ability of two RNA genomes to dimerize and be copackaged (221). Although the compatibility of the DIS affects the ability of two genomic RNAs to be copackaged, the similarity of the sequences of the two RNA genomes will affect the efficiency of the strand transfer. Perhaps even more important, in terms of the ability of any recombinant viruses to grow out, is whether the proteins encoded by the recombinant viruses are fully functional and are able to work together. Studies with artificial HIV/MLV recombinants show that even carefully constructed recombinants of such distantly related viruses replicate very poorly. Even recombinants between different strains of HIV-1 often replicate much less efficiently than the parental viruses.

Not all transfers between templates are precise. Imprecise transfers can create either an insertion or a deletion. It is likely that most of these deletions and duplications are created by nonhomologous strand transfers during first-strand DNA synthesis. In many but not all cases, there are small regions of homology at the site of duplications/deletions. In experiments done with retroviral vectors that carried sizable duplications, the duplications were rapidly lost if the vector was allowed to replicate, and the rate at which duplications were lost was related to both the length of the duplicated sequences and how far they were separated in the genome of the vector (222, 223). There are two RNA targets at which a nonhomologous strand transfer would create a deletion; in contrast, there is only one RNA target at which a strand transfer could create a duplication. In addition, it is likely that many of the erroneous strand transfers are the result of having a break in both RNA strands at the same, or almost exactly the same, site. In such cases, homologous strand transfers are not possible. Thus, any strand transfer that can occur will create either a deletion or a duplication. However, if the breaks are at the same site in the two RNAs, a strand transfer that creates a duplication will not get the growing DNA strand past the breaks in the two RNAs. Conversely, a strand transfer that bypasses the breaks in both RNA strands will, of necessity, create a deletion. These constraints, taken together, nicely account for the large excess of deletions that are seen relative to duplications.

**RT DRUGS AND DRUG RESISTANCE**

AZT, which inhibits reverse transcription, was the first successful anti-HIV drug; now, some 25 years later, drugs that block reverse transcription are still fundamentally important and widely used components of successful combination anti-HIV therapy. There are, broadly speaking, two major classes of drugs that block reverse transcription, nucleoside analogs (NRTIs) and nonnucleoside RT inhibitors (NNRTIs). NRTIs are, as their name implies, analogs of the normal nucleosides that are used to synthesize DNA; however, all of the NRTIs that have been approved for human use lack a 3′-OH, and, when incorporated into viral DNA by RT, act as chain terminators, blocking viral DNA synthesis. In the strictest sense, NRTIs are not RT inhibitors; their true target is the viral DNA. In contrast, NNRTIs are RT inhibitors; they do not interfere with the ability of RT to bind its substrates but block the chemical step of DNA synthesis (224, 225). With one important exception, NRTIs are given to patients as free nucleosides, and are converted to the triphosphate form in cells in the patient. Tenofovir disoproxil fumarate is the exception; it is given as a monophosphate prodrug. Tenofovir disoproxil fumarate can be taken up by cells because, in the prodrug form, the phosphate is masked by two hydrophobic modifications. In general, NRTIs tend to have toxic effects, particularly after long-term use; a significant part of their toxicity comes from the fact that the triphosphate forms of the NRTIs can, to a greater or lesser extent, be used by host DNA polymerases; the host gamma DNA polymerase found in mitochondria appears to be particularly vulnerable (226, 227).

The other class of approved RT inhibitors, NNRTIs, is a diverse group of hydrophobic compounds that bind in a pocket in the p66 palm of HIV-1 RT, about 10 Å away from the polymerase active site (53, 59, 71, 73). The NNRTI-binding pocket does not exist in unliganded HIV-1 RT, and the binding of an NNRTI alters the structure of RT (60, 61). A bound NNRTI pushes up the palm in a region of the polymerase domain that underlies the cleft where the nucleic acid binds. This, in turn, pushes the end of the nucleic acid substrate upward, moving it away from the polymerase active site (228). In contrast to NRTIs, NNRTIs are quite selective; not only do they not block the activity of host DNA polymerases, they do not in general bind to or block polymerization by other retroviral RTs, including HIV-2 RT. This is both good, in the sense that, for the most part, NNRTIs are relatively non-toxic; and bad, because the first-generation NNRTIs were very susceptible to mutations that made the virus drug resistant. To cite a specific example, attempting to block mother-to-child transmission of HIV at birth by giving the mother a single dose of the first-generation NNRTI nevirapine led to the development of resistance in the majority of
Resistance is a major problem in HIV drug therapy. All of the available anti-HIV drugs, including all of the NRTIs and NNRTIs, can, under the proper circumstances, select for resistance mutations that substantially reduce the efficacy of the drugs. Resistance to NRTIs implies that the mutant form of RT, which must still be able to synthesize viral DNA, has an increased ability to discriminate between the NRTI and the corresponding normal nucleoside compared with the wild-type RT. There are, broadly speaking, two mechanisms of NRTI resistance. The first, exclusion, is typified by the M184I/V mutations that reduce the susceptibility of the virus to 2′,3′-dideoxy-3′-thiacytidine (3TC or lamivudine) and 2′,3′-dideoxy-5′-fluoro-3′-thiacytidine (FTC or emtricitabine) (234, 235). As the name implies, exclusion mutations reduce the ability of the mutant RT to bind and/or incorporate the triphosphate form of the affected NRTI. 3TC and FTC differ from a normal nucleoside both because their pseudosugar ring contains sulfur, and also because the ring is in the L rather than in the normal D configuration. These differences mean that when the triphosphates of these analogs bind at the polymerase active site (N site), a portion of the pseudosugar ring is closer to position 184 than is the case for a normal dNTP. There is room for the analogs to bind and be incorporated if the amino acid at position 184 is M, but there is a steric clash, caused by the β-branch on the side chain of the amino acid, if either I or V is present at this position. Thus, the M184I/V mutations allow RT to selectively discriminate against the incorporation of 3TC triphosphate and FTC triphosphate.

The second mechanism is more interesting, because it depends on the mutant form of HIV-1 RT developing a new ATP-binding site that allows it to excise the AZT monophosphate (and, if appropriate additional mutations are present, other NRTIs) that is blocking the end of the viral DNA after the analog has been incorporated (67, 177, 178, 236). This frees the blocked end of the viral DNA, allowing a complete copy of the genome to be synthesized. Basically, the excision reaction is related to pyrophosphorylisis, which is polymerization run backwards. As described earlier, the incorporation of a dNMP, with the concomitant release of pyrophosphate, is essentially energy neutral. Thus, the polymerization reaction can be run backwards in vitro in the presence of sufficient pyrophosphate. However, it is not possible, because of microscopic reversibility, to speed up an excision reaction that uses pyrophosphate without causing an equivalent increase in the incorporation of the AZT triphosphate. The AZT resistance mutations avoid this problem by creating a novel ATP-binding site: the excision reaction differs from the incorporation reaction because it uses ATP as the pyrophosphate donor. ATP-mediated excision creates a dinucleoside tetraphosphate, AZTpppA. The two primary AZT resistance mutations, T215F/Y and K70R, help create the new ATP-binding site: the F or Y at 215 makes π/π stacking interactions with the adenine ring of ATP, while the R at position 70 interacts with both the ribose ring and the α-phosphate of ATP (67). For this reason, these two mutations (and the other associated AZT resistance mutations) selectively enhance the binding of the ATP that participates in the excision reaction but have little or no effect on the binding or release of the pyrophosphate that is produced during normal polymerization. This means that these mutations selectively enhance the excision of AZT monophosphate without causing a concomitant increase in the incorporation of AZT triphosphate, and thus the mutations cause resistance.

In contrast to NRTI resistance, in which RT must be able to retain the ability to bind and incorporate normal dNTPs, developing resistance to NNRTIs is a simpler problem: almost any mutation that will interfere with NNRTI binding and not distort or disrupt the overall structure and function of RT will be acceptable. As might be expected, the polymerase active site is much more conserved and constrained than the NNRTI-binding site, and the spectrum of mutations that are acceptable to the virus is considerably greater at the NNRTI-binding site. Most of the common NNRTI-resistance mutations affect the binding of NNRTIs, either directly or indirectly. For example, mutations that replace the tyrosine at position 181 or 188 with a non-aromatic amino acid reduce the hydrophobic interactions with a number of NNRTIs (53, 237, 238, 239). There is an interesting exception: the K103N mutation creates a new hydrogen bond (with Y188). This bond helps to keep the entrance to the NNRTI-binding pocket closed; the K103N mutation makes it more difficult for NNRTIs to enter the pocket, and the K103N mutation confers resistance to a number of different NNRTIs (240). The good news is that considerable progress has been made, both in the development of drugs that can effectively block reverse transcription (and other steps in the viral life cycle) and in the development of combination therapies that, if the patients are compliant, can completely suppress the replication of virus and the treated women (229, 230, 231). Fortunately, it has been possible to develop more advanced NNRTIs that are less susceptible to the development of HIV resistance (232, 233).
emergence of resistance. Progress is also being made in the development of new drugs that are effective against many of the extant drug-resistant mutants. There is also now the hope, even in the absence of an effective anti-HIV vaccine that can prevent transmission, that anti-HIV drugs, including RT inhibitors, can help prevent new infections, both because they reduce the viral load in the donor and because, if taken prophylactically, they can block infection in the recipient.

**SUMMARY**

We have, over the approximately 45 years since RT was discovered, learned a great deal about these fascinating enzymes, their structures, and how they are able to convert a ssRNA genome into a dsDNA copy from which new copies of the genomic RNA can be produced. RTs were essential tools that played a key role in the origins of molecular biology and in the creation of the biotechnology industry, and RTs are widely used in both research laboratories and clinical laboratories today. Although the fundamentals of how reverse transcription works and structures of HIV-1 RT have been available for some time, there are still unsolved puzzles, particularly in relation to understanding how the capsid shell assists the process of reverse transcription in cells and how the shell is remodeled in the process. What is the exact composition and structure of the RTC? How does it help RT carry out DNA synthesis efficiently and effectively? How does the RTC transition into the PIC? Moreover, we are just now beginning to understand how the host’s innate immunity targets the reverse transcription process.

There has been good progress in slowing the spread of HIV not only in the developed world, but also in the developing world; drugs that block reverse transcription have been an essential part of this progress. However, there are still problems with both resistance and toxicity. We will need to supplement our armamentarium of anti-HIV drugs so that we do not fall behind in the battle, particularly in the developing world. We also need to be able to provide less-toxic drugs to those who, at least for the foreseeable future, will need to stay on anti-HIV drug therapy throughout their lives. If the past is any guide, at least some of these new drugs will be RT inhibitors; the more we know about RT and how it works, the more likely we will be to succeed.
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