Developing visual literacy skills is an important component of scientific literacy in undergraduate science education. Comprehension, analysis, and interpretation are parts of visual literacy that describe related data analysis skills important for learning in the biological sciences. The Molecular Biology Data Analysis Test (MBDAT) was developed to measure students' data analysis skills connected with scientific reasoning when analyzing and interpreting scientific data generated from experimental research. The skills analyzed included basic skills, such as identification of patterns and trends in data and connecting a method that generated the data, and advanced skills, such as distinguishing positive and negative controls, synthesizing conclusions, determining if data supports a hypothesis, and predicting alternative or next-step experiments. Construct and content validity were established and calculated statistical parameters demonstrate that the MBDAT is valid and reliable for measuring students' data analysis skills in molecular and cell biology contexts. The instrument also measures students' perceived confidence in their data interpretation abilities. As scientific research continues to evolve in complexity, interpretation of scientific information in visual formats will continue to be an important component of scientific literacy. Thus science education will need to support and assess students' development of these skills as part of students' scientific training.

INTRODUCTION

Science literacy encompasses a broad spectrum of knowledge, competencies, and skills (1, 8, 31). Research in science literacy is primarily focused on assessing students' conceptual knowledge and elucidating misconceptions as measured by concept inventories in areas such as natural selection (2), genetics (35), and molecular and cell biology (32). Other instruments have been developed to measure students' attitudes about science (30) and critical thinking and scientific reasoning skills (13, 15, 20, 36). A recent report highlighted an understudied but important part of scientific literacy, how undergraduate students learn from visualizations (33).

Visual literacy is a skill-based competency that involves the comprehension of concepts through visual representations (7). Aspects of visual literacy include describing, analyzing, and interpreting information in the form of graphs, tables, diagrams, and images at the macro level (e.g., photographs of organisms) as well as at the micro level (e.g., histological sections, illustrations of molecules) (14). Students encounter visual representations in textbooks (9, 21), during classroom lectures, and while reading primary literature (19). A previous study showed that undergraduate biology textbooks are composed of different types of visuals compared with primary research journals and that introductory level textbooks contain significantly fewer visuals that depict experimental data compared to discipline-specific textbooks (27). Thus, students may have restricted opportunities to develop visual literacy skills in experimental research contexts in their undergraduate biology courses.

Studies of how undergraduate students interpret external representations of data are limited and primarily focus on how students interpret graphs and charts (6, 24) and diagrams of molecules (29). Challenges that students face with effective visual interpretation include unfamiliar or non-existent context/reference points and an assumed prior experience with visualizations which are more characteristic of expert interpreters (5). Effective data interpretation requires skills that are demonstrated by expert scientists who are more familiar with discipline-specific representations and conventions (28). Previous studies that investigated graphical interpretation skills of undergraduate students revealed challenges with their abilities to distinguish variables and how to interpret interactions among variables (24). The Test of Scientific Literacy Skills (TOSLS) instrument includes only a subset of questions focused on data interpretation...
(15). Thus, additional validated tools are needed to determine how students interpret data representations situated in experimental research contexts.

We describe the development, validation, and implementation of a tool, the Molecular Biology Data Analysis Test (MBDAT). The purpose of the MBDAT is to assess how undergraduate biology major students analyze and interpret experimental data, to elucidate misinterpretations of data, and to measure students’ self-perceived confidence in their data-analysis skills. We hypothesize that the MBDAT is a valid and reliable instrument which can differentiate between basic and advanced level data analysis skills among different types of student abilities.

METHODS

Construct and content validation of the instrument

The development process for the MBDAT was similar to previously published processes of development for concept inventories and scientific literacy instruments (15, 32, 36). Visual literacy was used as the theoretical framework for the development of the instrument (7). At least 11 abilities compose visual literacy focused on reading and interpreting skills (4). The most relevant skills from this construct that served as the framework for the MBDAT were critical viewing, visual reasoning, constructing meaning, and knowledge of visual conventions (4). As part of the construct validation process, these skills were validated by expert faculty (n = 8) via a survey. Expert reviewers were selected using the criteria that they are currently engaged in active research and have experience teaching college-level coursework in the biological and biomedical sciences. The experts were informed of the purpose of the instrument: to identify student challenges at the beginning of the semester and to measure growth in student abilities over a single semester. The experts were asked first to identify important skills, from a list supplied, that they deemed necessary for students to interpret data in visual formats from experimental contexts and then secondly to rank their top three selections from the skills they selected in step one. The skills which were most frequently selected and ranked among the most important were used to create categories (Table 1) as the basis for designing the MBDAT questions. Skills that were indicated with no or low frequency and subsequently not included in the MBDAT were: 1) construct a visual to explain a concept, 2) spatially manipulate a visual, and 3) visualize orders of magnitude and scale (28). Skills defined from previous studies (28) and additional science process skills connected with interpreting data (26) were used to refine the construct of the MBDAT (Table 1). Basic level skills were defined as those skills that are fundamental to describing a visual’s surface level characteristics whereas advanced level skills involve analysis, inference, and interpretation, usually requiring synthesis of contextual information with reasoning skills. The categorization of the defined skills into basic and advanced levels was based on previous studies (28, 39) and classification of educational learning objectives (3), where basic skills equated with lower level thinking skills and advanced skills equated with higher level thinking skills. Basic skills included in the MBDAT were identifying patterns and trends in data and connecting data with a method that generated the data. Advanced skills included in the MBDAT were distinguishing between positive and negative controls, proposing alternative/additional experimental controls, synthesizing conclusions from data, determining whether data supports a hypothesis, and proposing follow-up experiments. Each question was categorized by the authors as a basic or advanced skill level, and faculty experts confirmed that each question aligned with the skills intended in the construct and agreed on the assignment of questions among the two skill levels (Table 1) with an initial consensus of 90%. Discrepancies between the questions that did not initially receive consensus were resolved by discussion to ensure that all questions were categorized appropriately.

Four scientists who defined themselves as molecular and/or cell biologists independently evaluated the instrument and answer key. The four scientist-experts all indicated that the questions aligned with the predetermined set of skills that the instrument was intended to measure and agreed on each question’s assignment to the specified categories (Table 1). The scientists had prior experience teaching both introductory and advanced undergraduate students and thus were familiar with students’ abilities at these different levels. Experts were asked if they would consider the instrument to be a test of data analysis skills and all experts agreed and deemed the experimental descriptions/contexts to be scientifically accurate. The experts also provided suggestions for improvement that related to consistency, clarity, and precision in the presentation of data displayed in the visuals to ensure that controls indicated were appropriately aligned with the text of the experimental scenarios associated with the questions.

The questions in the instrument were designed in a multiple-choice format and consisted of a brief description of an experimental context along with each visual representation. The use of contexts related to research in human disease in the design of the MBDAT was intentional. These contexts aim to provide more meaningful connection with students’ interests in applications of biological concepts to human health and medicine and may help to increase students’ motivation (16). The multiple-choice format was chosen because this format can be readily used and graded with both small and large class sizes, and it provides an objective score that is not dependent on students’ writing skills or on the grader’s expertise. Questions in the initial pool that were not aligned with the skills described in the construct were discarded. Distractors for each question were generated from previous students’ responses to
open-ended exam questions which were similar in content and validated with student interviews. Questions at the basic and advanced levels were placed in a randomized order so that the instrument did not progress from assumed easier questions to more difficult questions toward the end of the instrument. The final set of questions focused on the interpretation of two digital images, one data table, and three sets of graphs in different formats. Questions that tested students’ abilities to interpret graphs were similar in design to a previously developed instrument (22) but were modified and situated in a different context. The final instrument consisted of ten questions that assessed basic skills (B1 and B2) and ten questions that assessed advanced skills (A1, A2, A3, Table 1). Seventeen of the 20 questions included a choice of “I don’t know” to provide students the opportunity to indicate that they do not know the correct answer instead of guessing among the given choices. In the calculations of item difficulty, the selection of “I don’t know” was scored as an incorrect choice (see Appendix 2 for complete instrument).

### Student interviews and implementation

The instrument was piloted with advanced undergraduate Biology major students ($n = 32$) and brief interviews were conducted to probe students about confusing word choices, to help determine whether the questions were appropriate for biology majors, and to verify the classification of the questions as basic or advanced level skills (Table 1). Seventeen students who had participated in at least one semester of hands-on laboratory-based research experiences and/or who were currently engaged in experiential research completed the instrument. Four of these students were asked to review and provide additional feedback on the MBDAT to identify questions that were particularly challenging, identify confusing language, and describe whether the content was aligned with concepts in molecular and cell biology that Biology majors are expected to know.

Students’ interviews confirmed the validity of distractors since students identified more than one possible answer. Comments such as “doesn’t choice (b) also support...”

<table>
<thead>
<tr>
<th>Basic-Level Skills</th>
<th>Questions</th>
<th>Description</th>
<th>Challenges and Misinterpretations</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1. Identify patterns and trends in data</td>
<td>2, 6, 9, 10, 11, 17, 18, 19</td>
<td>Describe linear and exponential changes in data as displayed in graphs Describe data presented in table format, data measurements that change over time Determine relationship between variables</td>
<td>Inability to distinguish between changes over time vs. dose dependence in visual Inability to match data results with pattern displayed in visual Describe relationship of variables displayed in visual</td>
</tr>
<tr>
<td>B2. Connect data with a method as the source of the data</td>
<td>1, 13</td>
<td>Identify methods that measure amount of macromolecules Identify methods that measure size of macromolecules Recognize conventions of data displays from methods</td>
<td>Distinguish methods that measure amount and size of macromolecules Inability to recognize conventions of data generated from specific methods</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Advanced-Level Skills</th>
<th>Questions</th>
<th>Description</th>
<th>Challenges and Misinterpretations</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1. Distinguish between positive and negative controls Propose other controls</td>
<td>3, 7</td>
<td>Determine controls inherent in experimental processes</td>
<td>Propose positive or negative controls that are irrelevant or unrelated to experimental contexts</td>
</tr>
<tr>
<td>A2. Synthesize conclusions from data within a study Determine whether data supports hypothesis</td>
<td>5, 8, 12, 14, 15</td>
<td>Match data display with experimental results Evaluate data to determine if supports hypothesis</td>
<td>Assume molecules interact if they display similar patterns of changes over time Overinterpret or incorrectly extrapolate data to draw conclusions Provide unsubstantiated conclusions about relationship between cell division, gene, and protein expression</td>
</tr>
<tr>
<td>A3. Propose follow-up experiments. Predict results</td>
<td>4, 16, 20</td>
<td>Propose appropriate and logical experiments aligned with experimental context</td>
<td>Propose experiments or variables irrelevant to context Extrapolation of data points does not follow trends predicted in results</td>
</tr>
</tbody>
</table>
the conclusion, but it may not be the best choice” and “I was stuck between two choices” and “can any of these conclusions be made from the data?” support this claim. Students also confirmed that the questions related to describing patterns in data required more basic skills and the other questions that asked for higher level, science reasoning skills were correctly designated as advanced level skills. In contrast to other instruments (35), some wording such as positive and negative controls, terminology such as mRNA, and wording related to scientific inquiry were maintained in the questions since these aspects of science literacy were defined in the construct of the MBDAT and students confirmed that these were known aspects related to scientific experimentation.

The instrument was administered in paper or online format during the first week of a 15-week semester as a pretest and during the last week of the semester as a posttest. Time on task for both formats averaged 20 minutes for completion. The study participants included students from a large public research extensive university, a minority-serving institution, and a public, primarily undergraduate university. A total of 127 upper-level and 73 introductory-level students consented to participate in the study. All upper-level undergraduate students were majoring in science or health sciences at the junior and senior level and completed prerequisite courses that included content in cell biology, molecular biology, and genetics. Only data from students who completed both the pre- and posttests were included in the analysis (94 upper-level students and 40 introductory-level students). Significance was assessed with paired t-test using \( \alpha < 0.05 \). To determine reliability, the coefficient of stability was calculated using pretest scores from two consecutive semesters at the same institution, which resulted in a coefficient of stability of \( r = 0.93 \) and comparing pretest scores from two different institutions, which resulted in a coefficient of stability of \( r = 0.96 \). Secondly, the distribution of responses for each question was analyzed using a \( \chi^2 \) test and was not found to be significantly different between the two consecutive semesters of pretest administration (\( p > 0.05 \)) on 17 of the 20 questions. Differences in the distribution of responses were noted on Question 12 (\( p = 0.012 \)), Question 14 (\( p = 0.014 \)), and Question 19 (\( p = 0.038 \)). The overall internal reliability of the instrument was 0.66 as assessed by Cronbach’s alpha coefficient, an acceptable level (4).

Item difficulty, item discrimination index, and reliability analyses were performed as previously described (2, 12, 32, 35). Many of the questions in the basic level (B1) revealed item difficulty measurements above 90%. It was justifiable to maintain these items in the final iteration of the instrument since these questions were related to students’ abilities to describe patterns and trends in data from a variety of different types of visual displays beyond standard line graphs (24, 25) and thus provide additional evidence and an opportunity to measure the skill of identifying patterns in data as depicted in different types of visual representations not previously studied.

Based on the advanced level of the student population tested and the distribution of pretest scores, we defined high-performing students as the top 25% and low-performing students as the bottom 25% on each of the instruments’ implementations and calculated the item discrimination index as \( D = (N_H - N_L)/(N/4) \) where \( N_H \) is the number of high performing students who scored correctly, \( N_L \) is the number of low performing students who scored correctly, and \( N \) is the total number of students who completed the test (12). Using the 25%-25% calculation reduces the chances of underestimating the D values for this population (11).

For the 17 questions that included “I don’t know” as an answer choice, rates of uncertainty were calculated for each individual question by counting the number of “I don’t know” responses and dividing by the total number of students (\( n = 94 \)). A total rate of uncertainty was also calculated for the group of 10 basic- and group of 10 advanced-level questions. Since seven of the basic-level questions had the option of “I don’t know”; this number was multiplied by the total number of students, 94, to give a total of 658 possible responses of “I don’t know.” The number of “I don’t know” responses for these seven basic-level questions was counted and divided by 658, which is the total number of “I don’t know” responses possible. All ten advanced-level questions had an option for a response of “I don’t know”; thus the total number of “I don’t know” responses possible for the group of advanced-level questions was 940. The number of “I don’t know” responses for these ten advanced-level questions was counted and divided by 940 to give a rate of uncertainty for the group of advanced-level questions.

A misinterpretation index (MI), as previously described, was calculated according to the following formula, where MFIA = most frequent incorrect answer (23):

\[
MI = 1 - \frac{\text{# of students selecting any incorrect answer}}{\text{# of students selecting MFIA}}
\]

The original implementation of this formula was used to indicate a prominent misconception among distractors provided on concept inventories. In the context of the MBDAT, the formula was used to identify the strength of misinterpretations and distractors used in the questions which had item difficulty measures \( \leq 0.7 \).

This study was approved by the Institutional Review Boards at UNC Chapel Hill (study #05-0148), Missouri Western State University (study #783), and North Carolina Central University (study #1200888). All research has complied with relevant federal and institutional policies.

RESULTS

Upper-level students earned an average score of 74.7% on the pretest and an 81.7% on the posttest (Table 2) indicating that the MBDAT can detect learning gains over the course of a semester. A majority of students, 83%, demon-
strated equal or positive learning gains comparing pre- to posttest scores. Students who had at least one semester of research experience and who were currently involved in a research experience were selected to complete the MBDAT as a comparison group. The research students' average pretest score was 85%, which was higher and statistically different (Student’s t-test, p = 0.002) than the pretest scores for the upper-level students group and showed additional gains on the posttest (Table 2). As expected, a comparison group of introductory biology students scored lower on the pretest (55.5%) and posttest (50%), which were significantly lower as compared to the pretest (p < 0.001) and posttest (p < 0.001) scores of the upper-level students. These results suggest that the instrument was more difficult for introductory-level students, most likely since they did not have the prerequisite content and were sampled from a course that did not emphasize data analysis skills. Together, these results demonstrate that the MBDAT can measure different abilities of different types of students.

For the upper-level students, item difficulty (P) values for all questions fell between 0.35 and 0.99 (Fig. 1). This range of P values is similar to the accepted range of 0.3 to 0.9, indicating that the questions were reliable measures for different students’ abilities (12). Learning gains for individual questions ranged from 0 to 18 percentage points (Fig. 1). Analysis of these gains on a per-question basis revealed that seven questions had significant gains comparing pre- to posttest results (Fig. 1).

We anticipated that upper-level students should already possess several well-developed data analysis skills. Students demonstrated high proficiency with basics level skills indicated by P values greater than 0.7 on both pre- and posttest questions (Fig. 1, Questions 6, 9, 10, 11, 17, 18, 19). Since these questions tested students’ abilities to identify patterns and trends in data displayed in different formats, the results suggest that the students included in our study are adept at interpreting patterns in data as represented in a variety of formats including line graphs, bar graphs, and tables. Similarly, students demonstrated high proficiency with some skills in the advanced level (Fig. 1, Questions 3, 5, 12, 20). These advanced-level questions tested students’ abilities to propose an appropriate control for an experiment and to evaluate whether data supported a hypothesis or a conclusion.

Questions with P values equal to or less than 0.7 on both the pre- and posttests were designated as skills that students found challenging. As predicted, the results revealed greater skill deficiencies in the advanced-level category (five questions) as compared to the basic-level category (one question) (Fig. 1). The calculated P was less than 0.7 on one basic level question (B1 Question 2) on both the pre- and posttests. This question tested students’ ability to analyze changes in gene expression levels changing in a dose response pattern. P was equal to or less than 0.7 on five of the ten questions in the advanced-level skills category on both the pre- and posttests (Fig. 1, Questions 4, 7, 8, 15, 16). These questions tested students’ abilities to propose a follow-up experiment, propose an appropriate experimental control, and draw conclusions from data.

All calculated D values ranged from 0 to 0.67 with an average of 0.32 (Fig. 2). An item discrimination index of ≥ 0.3 suggests that overall, the questions provided good discrimination within this population (12). Since D is dependent on item difficulty (P), several questions revealed lower discriminatory power, as expected, particularly the basic-level questions with an average D value of 0.27 on the pretest and 0.20 on the posttest. For the advanced-level questions, average D values were higher, 0.36 on the pretest and 0.30 on the posttest (Fig. 2). This range of D values indicates that some questions were correctly answered by a majority of only the high-performing students (high D value on both the pre- and posttests), while other questions were correctly answered on the posttest by lower-performing students (high D value on pretest and lower on posttest), and there were questions correctly answered by all students (low D value on both pre- and posttests).

TABLE 2. Mean pretest and posttest scores for tested groups.

<table>
<thead>
<tr>
<th>Group</th>
<th>n</th>
<th>Mean Pretest (±SE), %</th>
<th>Mean Posttest (±SE), %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper-level students</td>
<td>94</td>
<td>74.7 (±1.3)</td>
<td>81.7 (±1.1)</td>
</tr>
<tr>
<td>Research students</td>
<td>17</td>
<td>85.0 (±2)</td>
<td>89.0 (±1)</td>
</tr>
<tr>
<td>Introductory Biology students</td>
<td>40</td>
<td>55.5 (±1.9)</td>
<td>50.0 (±1.6)</td>
</tr>
</tbody>
</table>

FIGURE 1. Students’ performance on pre- and posttest questions as measured by item difficulty (P) for each question. Gray bars represent average pretest P and black bars represent average posttest P. n = 94. *p < 0.05.
For each question, the proportion of students selecting the “I don’t know” response was used as an indicator of students’ confidence in their ability to identify the correct answer and represents a level of uncertainty. The overall rate of uncertainty was greater across the group of basic level questions on both the pretest (16.3%) and the posttest (16.9%) as compared to the group of advanced-level skills on the pretest (4.8%) and on the posttest (1.6%) (Fig. 3A). Analysis of individual questions indicated a range of uncertainty of 1% to 17% across all 17 questions (Fig. 3B). These results suggest that students had a high level of confidence indicated by relatively low rates of selecting the “I don’t know” option, particularly with questions that measured advanced-level skills. However, students’ actual performance on the advanced-level questions did not match the perceptions of their skills as indicated by lower item difficulty measures on the advanced-level skills as compared with the basic-level skills (Fig. 1).

Many students’ misconceptions in science have been identified in disciplinary areas related to specific concepts (2, 18, 23). However, little is known about what misconceptions or misinterpretations undergraduate biology major students may exhibit while analyzing data. A misinterpretation index (MI) was calculated for the six questions which had a calculated item difficulty of 0.7 or less on both the pre- and posttests (Fig. 1, Questions 2, 4, 7, 8, 15, 16). A strong MI was calculated for Question 2 on both the pretest (0.86) and the posttest (0.97) (Table 3). These results indicate that most students selected the same incorrect answer which included wording about changes in gene expression patterns over time rather than the correct answer which related changes in gene expression patterns with a dose response. For the five advanced-level questions, the calculated MIs ranged between 0.37 and 0.71, indicating that although there may have been a predominant wrong answer, students selected among all of the wrong answers (Table 3). These data also provide additional evidence for the quality of distractors used in these questions since students selected options from among all of the answer choices. One skill that students were challenged with was identifying an inappropriate control for a described experiment (Question 7). The MFIA that students selected described a correct control that measures amounts of an unrelated reference protein. A second skill that challenged students was proposing a conclusion given an experimental age posttest $P$. $n = 94. ^{*}$ Indicates that these questions did not have an “I don’t know” response option. Gray bars represent pretest percentages and black bars represent posttest percentages. $n = 94.$
context (Questions 8 and 15). For Question 8, students selected a MFIA which stated that these two proteins interact with each other; however, the data presented were not a measurement of protein interaction. An MI was not calculated for Question 15 on the pretest since the predominant answer was “I don’t know” (Table 3). The predominant wrong answer selected for Question 15 on the posttest included only part of the original hypothesis being supported by the data presented. This change from “I don’t know” on the pretest to the wrong answer on the posttest indicated that students increased their confidence in answering the question but they still selected an incorrect answer. The third skill that challenged students was proposing next-step experiments (Questions 4 and 16). The calculated MIs for these two questions were lower than the MIs for other questions analyzed (Table 3), suggesting that students selected various incorrect responses that were not logical to propose as follow-up experiments in the context given.

## DISCUSSION

The MBDAT was developed and tested with undergraduate biology major students resulting in a range of item difficulty and item discrimination index measures, suggesting that it is a valid tool for use with this student population of biology majors. This investigation adds value to the field of visual literacy since it provides an instrument to measure how upper-level biology major students interpret experimental data. This study used both domain-specific visualizations from molecular biology (i.e. images of gels) and non-domain specific visualizations such as graphs and tables, adding complexity to the types of visualizations used in the instrument. Thus, the MBDAT provides a broader assessment of scientific reasoning skills and a way to measure students’ data analysis abilities within experimental contexts, likening it to contexts found in primary literature (8, 10, 17, 19, 38).

We identified areas of scientific reasoning connected to visual literacy that are challenging for upper-level students. Students were particularly challenged with the advanced-level skill of proposing follow-up experiments as indicated by low P values (high difficulty) for Questions 4 and 16 (Fig. 1), as expected for students who do not explicitly practice these skills as part of a course (34). Taken together with the previously described low rates of “I don’t know” responses for these two questions (Fig. 3B), these data suggest that students are confident in their abilities but demonstrate these skills unsuccessfully and may need more time than one semester to develop these skills.

The current formulation of the MBDAT does have several limitations. First, it includes data representations in the context of molecular and cell biology. Although the MBDAT’s structure can be useful in creating similar instruments that measure visual literacy, it may not be as useful or valid to measure students’ skills outside of these disciplinary contexts. Another limitation is that the MBDAT’s construction also assumes that students will self-identify with the “I don’t know” option if they do not know an answer rather than guessing an answer from the options provided. Lastly, the MBDAT does not have the power to measure every skill necessary for complete visual literacy (4). The contexts in the current iteration of this MBDAT focus on only those aspects of visual literacy defined in the construct (Table 1).

The results from this study identify several scientific reasoning skills connected to visual literacy that instructors could focus on and provide opportunities for students to develop during instruction related to analyzing and interpreting data generated from experimental research. Upper-level undergraduate students demonstrated proficient skills at the defined basic level but need additional support in developing advanced-level skills. Thus, creating learning environments and opportunities to help students develop visual literacy are important educational goals for undergraduate science courses.

## SUPPLEMENTAL MATERIALS

Appendix I: Molecular biology data analysis test – instrument and answer key
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