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ABSTRACT Pathogenic bacteria must contend with immune systems that actively restrict the availability of nutrients and cofactors, and create a hostile growth environment. To deal with these hostile environments, pathogenic bacteria have evolved or acquired virulence determinants that aid in the acquisition of nutrients. This connection between pathogenesis and nutrition may explain why regulators of metabolism in nonpathogenic bacteria are used by pathogenic bacteria to regulate both metabolism and virulence. Such coordinated regulation is presumably advantageous because it conserves carbon and energy by aligning synthesis of virulence determinants with the nutritional environment. In Gram-positive bacterial pathogens, at least three metabolite-responsive global regulators, CcpA, CodY, and Rex, have been shown to coordinate the expression of metabolism and virulence genes. In this chapter, we discuss how environmental challenges alter metabolism, the regulators that respond to this altered metabolism, and how these regulators influence the host-pathogen interaction.

For prototrophic bacteria, central metabolism (i.e., glycolysis, the pentose phosphate pathway, and the Krebs cycle) supplies the 13 biosynthetic intermediates necessary to synthesize all biomolecules (Fig. 1). Gram-positive bacteria (i.e., Actinobacteria and Firmicutes) exhibit a diverse collection of central metabolic capabilities that have been shaped by reductive evolution. Some Gram-positive bacteria (e.g., Bacillus anthracis and Staphylococcus aureus) have complete central metabolic pathways, but others (e.g., Streptococcus pyogenes and Enterococcus faecium) have Krebs cycle deficiencies, and some have multiple central metabolism deficiencies (e.g., Mycoplasma genitalium and Ureaplasma parvum). These differences in central metabolic capabilities are also reflected in the bacteria’s ability to persist away from a host organism; specifically, the more metabolically impaired the bacterium, the more dependent it is on its host. In essence, hosts serve as a reservoir for metabolites that overcome deficiencies in central and intermediary metabolism. Metabolic deficiencies are not created by only reductive evolution; they are also created when bacteria encounter stressful environments (e.g., iron limitation or a host immune response) that alter carbon flux (1, 2). These changes in flux alter the metabolome, which can modulate the activity of metabolite-responsive global regulators such as CodY, CcpA, Rex, and RpiR. In the first portion of this chapter, we discuss how genetic, environmental, and nutritional conditions alter the metabolome, primarily central metabolism, and in the second...
part, how these metabolic changes influence the activity of metabolite-responsive regulators. Finally, we discuss how metabolism and metabolite-responsive global regulators influence the outcomes of host-pathogen interactions. This review references only those manuscripts published through December 2013.

GRAM-POSITIVE METABOLISM

Glycolysis (Embden–Meyerhof–Parnas Pathway)

Glycolysis is the catabolic pathway that generates two molecules of pyruvate per molecule of glucose and, in the process, reduces two molecules of NAD+ and produces a net gain of two ATP molecules. In addition to providing a modest amount of ATP by substrate-level phosphorylation, glycolysis also generates seven (i.e., glucose-6-phosphate, fructose-6-phosphate, dihydroxyacetone phosphate, glyceraldehyde-3-phosphate, phosphoenolpyruvate [PEP], pyruvate, and acetyl-Coenzyme A) of the 13 biosynthetic intermediates that are used to synthesize all other organic molecules in a bacterium. Glycolysis is largely fueled by the PEP-dependent phosphotransferase system (PTS), a transport system that bacteria use to bring sugars into the cytoplasm using energy transferred from PEP (3, 4). In its simplest form, the PTS uses three enzymes to transfer the high-energy phosphate from PEP to the sugar being translocated, enzyme I (EI), enzyme II (EII, the permease), and a histidine-containing phosphocarrier protein (HPr) (3). The transfer of the high-energy phosphate from PEP to a carbohydrate initiates with transfer of phosphate from PEP to a histidine residue on EI, which is then transferred to a histidine residue on HPr. The phosphorylated HPr transfers the high-energy phosphate to EII, which transfers it to the carbohydrate. Transfer of a phosphate to a carbohydrate has two primary consequences: first, the phosphorylated carbohydrate is no longer recognized by the EII permease, preventing efflux of the carbohydrate from the cytoplasm; and second, the phosphorylated carbohydrate is activated for glycolysis. Glucose and fructose can also be activated for glycolysis intracellularly by transfer of a phosphate from ATP by hexokinase (5).

In glycolysis, activated glucose (i.e., glucose-6-phosphate) is processed in a series of key enzymatic reactions by phosphoglucone isomerase, phosphofructokinase, and aldolase to generate glyceraldehyde-3-phosphate. The importance of these enzymatic reactions is evident from the complex feedback and feedforward allosteric regulation that controls their activity. For example, PEP, ATP, and citrate are inhibitors of phosphofructokinase (6), while ADP and GDP enhance its enzymatic activity (7). Because the activity of enzymes like phosphofructokinase is modulated by allosteric...
effectors, changes in the intracellular concentrations of these effectors will alter carbon flow through glycolysis. Alterations in carbon flow through glycolysis will change the intracellular concentrations of glycolytic intermediates such as fructose-1,6-bisphosphate (FBP). In other words, anything that can alter the concentration of an allosteric effector will alter glycolysis.

Free iron in a eukaryotic cell is present at a concentration of \(10^{-18}\) M, meaning that free iron is unavailable to invading pathogens. Whereas the activity of phosphofructokinase is independent of iron, phosphofructokinase activity and carbon flux through glycolysis are nonetheless affected by growth in iron-limited conditions. Two possible explanations can be considered: First, variations in the availability of iron alter transcription of the phosphofructokinase gene in Mycobacterium smegmatis, Enterococcus faecalis, and S. aureus (8–10). Second, some bacteria, when cultivated in an iron-limiting medium, accumulate citric acid in the cytosol and the culture medium due to a metabolic block in the Krebs cycle at aconitase (2, 11–13). Because citrate is an allosteric inhibitor of phosphofructokinase, the accumulation of citrate should lead to an increased concentration of fructose-6-phosphate or metabolites derived from fructose-6-phosphate. When the Krebs cycle in Staphylococcus epidermidis is genetically inactivated or the bacteria are cultivated in iron-limited medium, glucose-6-phosphate and amino sugars accumulate, which is indicative of reduced phosphofructokinase activity (1, 2, 12). Decreased phosphofructokinase activity limits the availability of downstream biosynthetic intermediates and precursors, which decreases the bacterium’s ability to assemble macromolecules (Fig. 1). The allosteric and genetic regulation of phosphofructokinase provides an excellent example of the interconnection between metabolism and the bacterial environment, but these connections also rely on metabolite-responsive regulators to control the adaptive response to environmental changes (discussed section 2).

Pentose Phosphate Pathway
(Warburg-Lipmann-Dickens-Horecker Shunt)
The processing of activated glucose through the pentose phosphate pathway (PPP) produces three of the 13 biosynthetic intermediates; specifically, ribose-5-phosphate, sedoheptulose-7-phosphate, and erythrose-4-phosphate (14, 15). Two of these biosynthetic intermediates, ribose-5-phosphate and erythrose-4-phosphate, are essential for the synthesis of purines, histidine, and aromatic amino acids. The third intermediate, sedoheptulose-7-phosphate, in conjunction with glyceraldehyde-3-phosphate, can be used by transketolase to generate ribose-5-phosphate or by transaldolase to generate fructose-6-phosphate and erythrose-4-phosphate (16). In addition to providing biosynthetic intermediates, the PPP also generates two molecules of NADPH per molecule of glucose-6-phosphate, which can be used as electron donors in biosynthetic reactions such as fatty acid and glutamate biosynthesis. The enzymatic reactions that reduce NADP⁺ to NADPH/H⁺ occur in the oxidative portion of the PPP that produces ribulose-5-phosphate from activated glucose (15, 17). This process starts with the oxidation of glucose-6-phosphate to 6-phosphogluconolactone catalyzed by glucose-6-phosphate dehydrogenase. In Gram-positive bacteria, reductive evolution has caused the loss of glucose-6-phosphate dehydrogenase (zuef) in the oxidative portion of the PPP in Mycoplasma sp., Streptococcus pyogenes, S. mutans, S. agalactiae, and Clostridium difficile [(18, 19), http://biocyc.org]. While these bacteria lack part of the oxidative portion of the PPP, most possess the nonoxidative portion. One notable exception is Mycoplasma suis, which lacks the PPP (20), and other Mycoplasma sp. that lack transaldolase (Somerville, unpublished observations). The metabolic consequences of the loss of glucose-6-phosphate dehydrogenase are a decreased ability to generate pentose sugars and reducing potential, while the loss of transaldolase prevents regeneration of fructose-6-phosphate from sedoheptulose-7-phosphate. Despite the fact that reductive evolution has resulted in PPP variation, it is interesting to note that pentose phosphate metabolism is frequently increased in Gram-positive pathogens in response to environmental stresses and in infection models (21–24).

Increased carbon flow through the oxidative portion of the PPP generates NADPH, while the nonoxidative branch produces fructose-6-phosphate. In addition to biosynthetic reactions, NADPH is required for the enzymatic reduction of oxidized glutathione, thioredoxin, bacillithiol, mycothiol, and coenzyme A (25–28). As an example, thioredoxin reductase catalyzes the transfer of electrons from NADPH to the active site of thioredoxin via flavin adenine dinucleotide (29, 30). Reduced thioredoxin, in concert with other low-molecular-weight thiols, is critical for reducing protein disulfides and providing electrons to ribonucleotide reductase, methionine sulfoxide reductase, mycothiol disulfide reductase, and other enzymes (31). While NADPH is necessary for the function of reductases, transaldolase in the PPP is also important for redox homeostasis because it produces fructose-6-phosphate from sedoheptulose-7-phosphate and glyceraldehyde-3-phosphate. Fructose-6-phosphate
is a precursor for N-acetylglucosamine, which is required for bacillithiol and mycothiol biosynthesis (26, 32). These connections provide a rationale for the observation that increased carbon flow through the PPP is often associated with stressful conditions, environments, or infection (21–23, 33).

While induction of the PPP during an infection supports redox homeostasis, it also is important for intracellular pathogens like L. monocytogenes to overcome one of the deleterious effects of interferon-γ: namely, the indoleamine 2,3-dioxygenase-induced depletion of tryptophan (34). Interferon-γ-activated macrophages increase synthesis of indoleamine 2,3-dioxygenase, which cleaves the 2,3-double bond in the indole ring of tryptophan, effectively depleting the cell of tryptophan and depriving bacteria of an important amino acid (35). To counter the host-mediated depletion of tryptophan, intracellular bacteria like L. monocytogenes are able to synthesize tryptophan from the PPP intermediate erythrose-4-phosphate (36). Synthesis proceeds via the chorismate pathway to anthranilate and, subsequently, to tryptophan by enzymes coded within the trp operon (trpEGDCFBA). While the ability to synthesize tryptophan can rescue some intracellular bacteria, bacteria that synthesize tryptophan but live predominantly extracellularly, such as S. aureus or Streptococcus pneumoniae, remain sensitive to host-mediated depletion of tryptophan (37, 38). It is unclear why bacteria that can synthesize tryptophan remain sensitive to its depletion; however, addition of exogenous tryptophan to the tissue culture media relieves this bacteriostatic condition.

In summary, the PPP is important for maintaining bacterial redox homeostasis and biosynthesis during a host-pathogen interaction.

**Tricarboxylic acid cycle (Krebs cycle)** – As mentioned earlier, reductive evolution has strongly influenced central metabolism in Gram-positive bacteria, and the Krebs cycle is the most prominent example of this evolution (39–41). Many Gram-positive pathogens lack all or most of the Krebs cycle. Most *Streptococcus* spp. (S. mutans being an exception), *Enterococcus* spp., *Erysipelothrix rhoseiopathiae*, *Mycoplasm* spp., and *Ureaplasma* spp. lack the Krebs cycle, which prevents the pyruvate-derived synthesis of three of the 13 biosynthetic intermediates [i.e., oxaloacetate, α-ketoglutarate (aka 2-oxoglutarate), and succinate/succinyl-CoA; (41) and Somerville, unpublished observations]. These three biosynthetic intermediates are critical for the de novo synthesis of many amino acids and porphyrins; for example, oxaloacetate is a precursor for biosynthesis of aspartate, asparagine, lysine, cysteine, threonine, isoleucine, and methionine; α-ketoglutarate is a precursor of glutamate, glutamine, arginine, and proline; and succinate is used in porphyrin biosynthesis. Thus, the evolutionary loss of Krebs cycle genes is reflected in the complex amino acid and vitamin requirements necessary for cultivation of these bacteria (42–44).

It is hypothesized that the Krebs cycle evolved from two amino acid biosynthetic pathways: one oxidative pathway and one reductive pathway (45). This metabolic arrangement allows the formation of a bifurcated pathway starting at pyruvate, with branches leading to succinate/succinyl-CoA and α-ketoglutarate. This bifurcated configuration is found in several Gram-positive pathogens; for example, *L. monocytogenes*, *Clostridium difficile*, and *Peptostreptococcus anaerobius* lack the genes for α-ketoglutarate dehydrogenase, succinyl-CoA synthetase, and succinate dehydrogenase (46) and [http://biocyc.org](http://biocyc.org), while *Corynebacterium diptheriae* lacks succinyl-CoA synthetase (this may be compensated for by a putative succinyl-CoA:coenzyme A transferase) (47). In these examples, bacteria have maintained the Krebs cycle in an incomplete format but one that still allows the generation of oxaloacetate, α-ketoglutarate, and succinate. In addition, these bacteria use anaerobic respiration to oxidize NADH and FADH by running part of the Krebs cycle backwards (i.e., oxaloacetate to succinate). The use of anaerobic respiration also underscores the fact that most Gram-positive pathogens using this bifurcated Krebs cycle are anaerobes, *L. monocytogenes* being the exception. That said, some facultative anaerobes (e.g., *B. subtilis*) with a complete Krebs cycle also bifurcate the pathway when grown anaerobically (48).

Though an incomplete Krebs cycle is common in Gram-positive bacteria, two of the most prevalent Gram-positive pathogens worldwide have complete Krebs cycles: namely, *M. tuberculosis* and *S. aureus*. In both of these bacteria, the Krebs cycle is important for pathogenesis (49–51); however, having complete Krebs cycles and being important for pathogenesis is where the similarities end. One major difference between *M. tuberculosis* and *S. aureus* is that *M. tuberculosis* has a glyoxylate cycle, which allows the conservation of carbon by bypassing the Krebs cycle decarboxylation reactions (52). In Gram-positive bacteria, the glyoxylate cycle is primarily restricted to Actinobacteria (i.e., *Mycobacterium* sp., *Nocardia* sp., and *Rhodococcus* sp.); however, it is also found in the Firmicute *B. anthracis*. The presence of the glyoxylate cycle in Actinobacteria is likely a reflection of the poor nutrient environment they encounter when residing inside of a phagocytic cell.
or when walled-off in a granuloma (53–55). A second major difference between *M. tuberculosis* and *S. aureus* is that staphylococci exhibit carbon catabolite repression of the Krebs cycle when cultivated in media containing glucose (56, 57). This does not appear to be the case with *M. tuberculosis* (58), which grows best on non-glucose carbon sources like glycerol, acetate, and fatty acids that are degraded to acetyl CoA (59). The utilization of acetate explains why *M. tuberculosis* uses the glyoxylate shunt. Doing so prevents the formation of a futile cycle in which two carbons enter the Krebs cycle and two carbons are lost through decarboxylation reactions. For the remainder of this chapter, discussion of the Krebs cycle will be kept to the Firmicutes.

In general, Gram-positive bacteria repress transcription of Krebs cycle genes when cultivated in media containing a readily catabolizable carbohydrate and glutamate or glutamine (46, 60–63). This catabolite repression leads to the accumulation of incompletely oxidized metabolites/fermentation products in the culture media, most commonly acetic acid and lactic acid (61, 64). Once carbohydrates are depleted from the medium, these metabolites can be re-imported and used to fuel the Krebs cycle and generate the three biosynthetic intermediates. Catabolism of acetate begins with the ATP-dependent formation of a thioester bond between acetate and coenzyme A catalyzed by acetyl-CoA synthetase/acetyl-CoA ligase. At this point, acetyl-CoA can enter into the Krebs cycle via a condensation reaction with oxaloacetate that is catalyzed by citrate synthase, a process using the energy of thioester hydrolysis to drive carbon-carbon bond formation to form citric acid. As stated above, most Gram-positive pathogens lack the glyoxylate shunt; hence, two carbons are lost as CO₂ for every two carbons (i.e., acetyl-CoA) that enter the Krebs cycle. For this reason, when biosynthetic intermediates are withdrawn from the Krebs cycle for biosynthesis, anaplerotic reactions are required to maintain carbon flow through the Krebs cycle. The most commonly used substrates for the anaplerotic reactions are amino acids (50). For instance, conversion of aspartate to oxaloacetate can start a new round of the Krebs cycle, allowing continued drawing off of intermediates. In total, catabolism of incompletely oxidized metabolites through the Krebs cycle provides biosynthetic intermediates (i.e., α-ketoglutarate, succinyl-CoA, and oxaloacetate), ATP, and reducing potential but consumes amino acids in the process.

Not only do genetic variation and catabolite repression of the Krebs cycle affect the availability of biosynthetic intermediates and ATP in Gram-positive bacteria, but Krebs cycle activity can also be altered by environmental changes (11, 60, 65–67). Like glycolysis or the PPP, altering carbon flow through the Krebs cycle will affect the intracellular concentrations of biosynthetic intermediates and precursors, ATP, and redox homeostasis. Of importance, the activity of metabolite-responsive regulators is controlled by intracellular concentrations of biosynthetic intermediates (68), amino acids (69), nucleic acids (70), and cofactors (e.g., iron) (71). In other words, altering metabolism provides a means to transduce external environmental changes into internal metabolic signals that alter the activity of metabolite-responsive regulators, which facilitate adaptation to the altered environment (72). The function of metabolite-responsive regulators will be discussed in the second part of this chapter.

**Amino acid biosynthesis** – As previously discussed for tryptophan, amino acids can be important factors in the host-pathogen interaction, and two of the more important amino acids for bacteria are glutamate and glutamine. These amino acids are important because they serve as the nitrogen donors in most biosynthetic processes (73). Synthesis of glutamate is dependent on the nutritional environment (74) and usually involves one of two enzymes: glutamate dehydrogenase or glutamine oxoglutarate aminotransferase (aka GOGAT or glutamate synthase). Glutamate dehydrogenase catalyzes the reductive amination of the Krebs cycle intermediate α-ketoglutarate by using the oxidation of NADH to drive the assimilation of ammonia. Glutamate synthase converts glutamine and α-ketoglutarate into two molecules of glutamate by a transamination reaction using NADPH/H⁺ as a reductant (75). While glutamate is the nitrogen donor for most amino acids (exceptions being asparagine and tryptophan and histidine, which uses both glutamate and glutamine), glutamine also has an essential function as a nitrogen donor for the synthesis of tryptophan, amino sugars, and nucleic acids (73). Glutamine is synthesized by the condensation of glutamate and NH₃ by glutamine synthetase, using the energy of ATP hydrolysis to catalyze the reaction. In all, these three enzymes and the reactions that they catalyze constitute the primary means of nitrogen assimilation in bacteria.

The assimilation of nitrogen into glutamate, and to a lesser extent, glutamine, allows transamination reactions that transfer amino groups from glutamate to an amino acid precursor. While all amino acid biosynthesis is important, we briefly describe branched-chain amino acid (BCAA) biosynthesis because the valine pathway also leads to synthesis of pantothenate and because of
the importance of BCAA in modulating the activity of the Gram-positive metabolite-responsive regulator CodY (76). Like central metabolism, BCAA biosynthesis has been strongly influenced by reductive evolution. For example, *E. rhusiopathiae*, *Mycoplasma* spp., *Ureaplasma* spp., *P. anaerobius*, *S. pyogenes*, and *S. agalactiae*, lack all or most of the genes necessary for the de novo synthesis of isoleucine, leucine, and valine, specifically, the *ilv-leu* operon (http://biocyc.org). Obviously, the loss of BCAA biosynthetic genes creates auxotrophies for isoleucine, leucine, and valine, but this also means that pantothenate and coenzyme A biosynthesis are depend-
et on exogenous sources of valine. For Gram-positive bacteria that have BCAA biosynthetic pathways (e.g., *Staphylococcus* sp., *Bacillus* sp.), synthesis of valine and leucine begins with one of the 13 biosynthetic intermediates of central metabolism; namely, pyruvate. Acetolactate synthase (*ilvB*) catalyzes the thiamine pyrophosphate-dependent conversion of two pyruvate molecules into acetolactate, which is the substrate for the ketol-acid reductoisomerase encoded by *ilvC*. The products of ketol-acid reductoisomerase are oxidized NADP⁺ and 2,3-dihydroxy-isovalerate, the substrate for dihydroxy-acid dehydratase (*ilvD*) (77). Dihydroxy-acid dehydratase produces 2-oxoisovalerate, a key interme-
diate that sits at a branch point between valine and leucine biosynthesis (78). From this branch point, leucine is synthesized by the enzymes coded within the *leuABCD* cluster, and 2-oxoisovalerate is converted to valine by a branched-chain amino acid aminotransferase (e.g., *YbgE* or *YwaA* in *B. subtilis*) using the amino group of glutamate as the nitrogen donor.

In contrast to leucine and valine biosynthesis, iso-
leucine synthesis begins by condensation of pyruvate and 2-oxobutyrate (79). 2-oxobutyrate is not itself one of the canonical 13 precursors but is made from threo-
ine by threonine dehydratase (*ilvA*)-catalyzed deami-
nation; threonine is made from aspartate, a product of transamination of oxaloacetate, thereby connecting isoleucine biosynthesis to central metabolism. From 2-
oxobutyrate, the enzymes that catalyze the synthesis of isoleucine are the same ones that catalyze the synthesis of valine; namely, acetolactate synthase (*ilvB*), ketol-acid reductoisomerase (*ilvC*), dihydroxy-acid dehydratase (*ilvD*), and branched-chain amino acid aminotransfer-
asases (*YbgE* and *YwaA*).

All biosynthetic reactions in a bacterium are dependent on the biosynthetic intermediates produced by central metabolism, and BCAA biosynthesis is no different (Fig. 1). Any perturbation of central metabo-
lism has the potential to disrupt biosynthetic reactions like BCAA biosynthesis (21, 80, 81), and these dis-
ruptions affect the polymerizing and assembly reactions. As mentioned earlier, iron limitation creates metabolic blocks in the Krebs cycle that limit the availability of Krebs cycle intermediates (i.e., α-ketoglutarate, succi-nate and oxaloacetate). This decreased availability of intermediates alters the synthesis of amino acids, such as aspartate, which reduces the synthesis of threonine and BCAA synthesis. Not only is BCAA synthesis limited by the availability of intermediates during iron-
limited growth, but the dihydroxy-acid dehydratase (*IlvD*) contains a [4Fe-4S] iron-sulfur cluster, which is suscepti-le to inactivation by iron-limitation or oxidative inactivation. When IlvD is inactive, the metabolic block in BCAA biosynthesis induces BCAA auxotrophy. In this example, the common cofactor requirements and the interconnections of metabolism create a “ripple effect” that cause metabolic changes seemingly unre-
related to the nature of the perturbation. The severity of this ripple effect is determined by the extent of the perturbation and the availability of exogenous metabo-
lites that can compensate for the loss of biosynthetic intermediates and precursors. To overcome these per-
turbations, bacteria have evolved/acquired metabolite-
responsive regulators that facilitate adaptation and survival.

**METABOLITE-RESPONSIVE GLOBAL REGULATORS THAT INFLUENCE VIRULENCE**

Regulatory proteins that coordinately control metabolic and virulence genes provide compelling evidence that, from the bacterium’s point of view, virulence is one of many interrelated responses to specific environmental conditions. Such conditions may reflect nutrient availability, temperature, pH, oxidative stress, osmotic stress, or other stresses that bacteria may encounter within and outside of host environments. In Gram-positive bact-
eria, several such global regulatory proteins have been studied in detail. All of these regulators are found predominantly, if not exclusively, in Gram-positive species.

**CcpA**

Acting as a global regulator of carbon metabolism genes in response to the availability of certain preferred carbon sources, CcpA regulates dozens of metabolism and virulence genes in *Bacillus* (82, 83), *Clostridium* (84, 85), *Staphylococcus* (86, 87), *Streptococcus* (88–91), *Lacto-
coccus* (92), and *Enterococcus* (93, 94). (It is important to note that not all pathways for metabolism of sugars
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or other carbon sources are under CcpA control, even though some of these pathways are affected by the availability of glucose and other rapidly metabolized sugars (95). Moreover, inducer exclusion is a major component of carbon catabolite repression in most bacteria (96). CcpA proteins are members of the LacI family and bind to a DNA sequence (cre site) that is conserved among the various species. B. subtilis CcpA, the group member studied in the greatest detail, is activated as a DNA-binding protein by interaction with a phosphorylated form of HPr (97). HPr has two potential sites of phosphorylation. When phosphorylated on histidine-15 by EI of the PTS system, HPr is specifically involved in transferring phosphate to PTS EII. Serine-46, however, is phosphorylated by HPr kinase/phosphorylase, whose kinase activity is activated by binding of FBP. It is the HPr-Ser46→P form that binds to CcpA and increases its activity as a DNA-binding protein (98). Moreover, HPr-His15→P does not activate CcpA, and HPr-Ser46→P is inactive in the PTS. Since accumulation of FBP reflects the availability of glucose and other rapidly metabolized sugars, such sugars activate CcpA indirectly via HPr. In most other Gram-positive bacteria, the same complex of CcpA and HPr-Ser46→P is the active form of the regulator. For instance, in S. mutans, increased phosphorylation of HPr at serine-46 inhibits sugar uptake, presumably by preventing phosphorylation of HPr at histidine-15, thereby interrupting the PTS signaling pathway (99). In contrast, C. difficile CcpA appears to interact directly with FBP, bypassing the need for HPr (100).

CcpA activity responds to other signals as well. Phosphorylation of CcpA at two threonine residues by the S. aureus kinase PknB leads to loss of CcpA binding to cre sites and disruption of the CcpA regulon, as well as overexpression of the ccpA gene (101). The signals activating PknB are not known.

Some clinical isolates of S. aureus appear to be proline auxotrophs; mutations in the major proline transporter cause loss of virulence in several models of pathogenesis (102, 103). Mutations in ccpA or ptsH relieve the auxotrophy, suggesting that the auxotrophy is due to severe repression of the proline biosynthetic pathway by CcpA (104). Because S. aureus does not encode the conventional glutamate-to-proline pathway, proline can be made in these bacteria only as a by-product of arginine degradation (104). Arginine degradation is strongly repressed by CcpA/HPr when cells are grown with glucose (104), explaining the apparent proline auxotrophy of glucose-grown cells.

The role of CcpA in virulence gene expression

Streptococcus

Multiple effects of CcpA on virulence gene expression have been observed in Streptococcus spp. A S. pneumoniae ccpA mutant shows reduced expression of the capsular polysaccharide locus (105) and is highly attenuated for mouse nasopharyngeal and lung infection (106). Indirect evidence that S. suis CcpA controls capsule biosynthesis came from analysis of the effect of a mutation in a virulence-associated surface protein on HPr phosphorylation at serine-46 (107). In S. mutans, the major cause of dental caries, a ccpA mutant produces more acid than its parent, grows better at low pH, and excretes acid more rapidly, indicating that CcpA normally holds the cariogenic potential of S. mutans in check when rapidly metabolizable carbon sources are in excess (108). Two other oral streptococci, S. gordonii and S. sanguis, help prevent caries by producing H2O2, an antagonist of other oral bacteria, including S. mutans, in response to carbon limitation and changes in oxygen tension. This H2O2 is produced by pyruvate oxidase, and the gene coding for pyruvate oxidase (spx or pox) is repressed by CcpA (109, 110). Thus, when rapidly metabolizable carbon sources become limiting, repression by CcpA of both caries-promoting genes and S. mutans-antagonizing factors is relieved. Autolysis of S. mutans, a factor in survival of biofilms, is also regulated by CcpA in response to the availability of glucose (111). In Group A Streptococcus, CcpA appears to activate transcription of mga, the gene that encodes a positive regulator of genes whose products mediate adhesion and invasion of host cells, as well as resistance to host defenses (112).

Clostridium

The major C. difficile toxins, TcdA and TcdB, are synthesized during the stationary phase in rich media, as long as the media do not contain glucose or other rapidly metabolizable carbon sources (113, 114). CcpA mediates the glucose-dependent repression of the major toxin locus indirectly by binding to the promoter region of the tcdR gene, which encodes the alternative sigma factor necessary for high-level toxin gene transcription (Fig. 2) (84). CcpA also represses many metabolic genes whose products may be important for growth in the GI tract (discussed later). The CcpA protein of C. perfringens is responsible for the glucose-dependent repression of two major toxins, alpha-toxin (phospholipase C) and theta-toxin (perfringolysin), which initiate gas gangrene (115). The inhibitory effect of glucose on type IV pilus-dependent gliding motility is also mediated by
CcpA (116). Gliding motility is required for efficient biofilm formation, a process that increases the bacterium’s resistance to antibiotics and other environmental stresses (117). In contrast, production of the enterotoxin responsible for C. perfringens food poisoning is positively regulated by CcpA (118). Whether that effect is direct or indirect is uncertain.

**Staphylococcus**

Interestingly, an S. aureus ccpA mutant shows decreased replication in the liver in a murine abscess model (104). This effect may be due in part to indirect positive regulation of immunodominant antigen B, α-hemolysin, and biofilm formation in the presence of glucose (119–121). On the other hand, synthesis of toxic shock syndrome toxin-1 and capsule is repressed by glucose via CcpA (121, 122).

**Bacillus**

Toxin gene expression in B. anthracis is subject to complex regulation involving an activator of toxin gene expression, AtxA, and multiple indirect regulators. CcpA, for instance, is needed for glucose-dependent induction of atxA transcription (123). Thus, a ccpA mutant is attenuated in virulence.

**Other genera**

In E. faecalis, CcpA activates expression of a collagen-binding colonization factor (124). In Listeria monocytogenes, effects of carbon availability on virulence gene expression are mediated by HPr independently of CcpA. Hyperphosphorylation of serine-46 leads to reduced activity of the global virulence gene regulator PrfA and, as a consequence, reduced expression of PrfA-dependent genes (125). This effect is not mediated by CcpA; instead, hyperphosphorylation of serine-46 interferes with phosphorylation of histidine-15, thereby inhibiting PTS-dependent transport, implying that sugar transporters or imported sugars are the direct modulators of PrfA activity (125, 126).

**CodY**

A global regulator of metabolism found in nearly all low G+C Gram-positive bacteria, CodY controls at least 200 genes in Bacillus (127), Clostridium (128), Staphylococcus (129, 130), Streptococcus (131, 132), Lactococcus (133), and Listeria (134). Lactobacillus spp. typically lack CodY, as do all high G+C Gram-positive bacteria. CodY activity is controlled by two types of ligands. The branched-chain amino acids (BCAAs) isoleucine, leucine, and valine are universal effectors of CodY activity (69, 133, 135), while GTP also activates CodY (136–138) in genera other than Streptococcus (139) and Lactococcus (140). The metabolic genes regulated by CodY, directly or indirectly, include those for amino acid biosynthetic pathways (typically isoleucine, leucine, valine, threonine, arginine, glutamate, and histidine), purine biosynthesis (particularly the steps from IMP to GMP), the Krebs cycle, energy metabolism, sugar and amino acid transport, carbon overflow metabolism, chemotaxis and motility, genetic competence, and sporulation. In all cases studied to date, most metabolism genes under CodY control are repressed by CodY; the major exceptions are carbon overflow pathways, which tend to be activated by CodY. In general, the genes repressed by CodY are expressed at low level during growth in rich medium until the cells reach the stationary phase but are expressed at high level during growth in a poor medium; conversely, genes whose transcription is activated by CodY are expressed during rapid growth.

The CodY ligands interact with the protein in different ways that are only partially understood. The BCAAs bind to an N-terminal GAF domain that is unstructured in the unliganded protein but folds around the BCAA side-chain, forming a hydrophobic pocket (141). Binding of the BCAAs causes a conformational change in which the C-terminal winged helix-turn-helix motifs of the CodY dimer separate in a way that facilitates DNA binding. GTP also activates CodY as a DNA-binding protein but does so by an unknown mechanism. Whereas the BCAAs and GTP each activate CodY independently, the combination of ligands has a synergistic effect.

The bacterium’s rationale for using two unrelated types of effectors to modulate the activity of a single global regulator can only be surmised. One possibility is that the GTP pool is not only an indicator of ability...
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to synthesize purine nucleotides, but is also a measure of protein synthetic capacity. That is, in addition to being a substrate for RNA synthesis, GTP is utilized as an energy source during protein synthesis. Perhaps most important, the GTP pool in Gram-positive bacteria is strongly affected by amino acid limitation. Limitation of any amino acid leads to accumulation of uncharged tRNA, a molecule sensed by the ribosome-bound stringency factor known as RelA or RSH. The RelA-catalyzed conversion of GTP to pppGpp reduces the GTP pool, but probably not enough to have a large impact on CodY activity. Instead, the major effect of pppGpp in B. subtilis and, presumably, other Gram-positive bacteria is to inhibit enzymes of GTP synthesis (142, 143), thereby linking CodY activity to availability of all amino acids. In fact, inducing the stringent response in B. subtilis or S. aureus leads to altered expression of most genes of the CodY regulon (143, 144). BCAAs are also abundant amino acids in proteins, but their special nature is that they are readily interconvertible with the branched-chain keto acids, which serve as precursors of pantothenate and coenzyme A, as described previously, and branched-chain fatty acids. In many Gram-positive bacteria, the branched-chain fatty acids are the predominant membrane fatty acids under normal growth conditions. Thus, by sensing the availability of BCAAs, CodY is monitoring the cell’s capacity to carry out essential reactions, including membrane biosynthesis.

In all species studied to date, the sites of CodY binding share a common 15-bp palindromic sequence, AATTTTCNGAAAATT (the “CodY box”) (139, 145); specific nucleotides within this sequence are essential for CodY binding (146), but the exact relationship between the 15-bp palindrome and affinity of CodY for DNA is not fully clear. It is very rare for any bacterium to have within its genome even one CodY box that matches the consensus sequence perfectly. When an imperfect B. subtilis CodY box was converted by mutation to a perfect box, the gene controlled by that site was barely expressed at all, even under conditions of very low CodY activity (147). Thus, it is not in the cell’s interest to have CodY boxes without mismatches. In fact, many sites of moderate-to-high affinity have 3-5 mismatches. In many of the latter cases, two overlapping copies of the palindrome sequence, each with multiple mismatches, serve as the binding site, suggesting that the protein can interact with DNA in multiple ways (148, 149).

CodY affects gene expression by multiple molecular mechanisms. As a positive regulator, CodY binds upstream of the promoter and, presumably, stabilizes the binding of RNA polymerase to promoters that are intrinsically weak (150). Like traditional repressors, CodY can inhibit transcription initiation by binding within or just downstream of a target promoter region (147), but CodY can also block transcription elongation by binding within a coding sequence, in some cases as far as 600 bp downstream of the start codon (149, 151). In at least one case, CodY acts as a negative regulator by inhibiting the binding of a positive regulator (152).

The Role of CodY in Virulence Gene Expression

CodY acts as a negative regulator of virulence in C. difficile and S. aureus but as a positive regulator of virulence in B. anthracis, B. cereus, and L. monocytogenes. In other species, CodY seems to act as an activator of some types of virulence genes and a repressor of others. The implication is that Gram-positive bacteria use CodY to regulate metabolism in a well-conserved manner but manipulate CodY to regulate virulence according to their niches within hosts and in accordance with whether they are virulent when growing rapidly or slowly. Moreover, depending on the environmental conditions in which a bacterium finds itself, it may be advantageous to activate some types of virulence genes while repressing others.

Clostridium

Proven virulence genes of C. difficile are restricted to the two major toxins that cause the inflammatory response and diarrheal disease characteristic of infection. It must be the case, however, that as-yet-unidentified colonization factors and defense mechanisms play critical roles in the infection process. CodY regulates many genes that may fit these latter categories, but proof of function for the target genes is lacking. Toxin synthesis is responsive to many nutrients, including glucose (noted previously) and BCAAs (114, 153). The latter effect raised the possibility that CodY functions in toxin gene regulation. In fact, CodY, like CcpA, represses the toxin genes indirectly by binding to sites upstream of tcdR, the gene that encodes the major sigma factor for toxin gene transcription (Figure 2). Consistent with CodY-dependent regulation, toxin gene transcription in bacteria growing in rich medium increases dramatically during the post-exponential phase, when CodY repression would be relieved (113). In a codY null mutant, expression of the toxin locus during the exponential growth phase is 50-fold higher than in wild-type cells (154), and toxin protein released into the culture fluid is 100-fold higher in the mutant strain after 24 hours of growth (Boullaut,
Sun, Tzipori, and Sonenshein, unpublished). Given these results, it is not surprising that a codY null mutant is hypervirulent compared with its parent strain (Bouillaut et al, unpublished).

The effect of CodY in *C. perfringens* is more subtle. A codY mutant of a type D strain shows reduced expression of enterotoxin (ETX), reduced sialidase (i.e., NanJ) in the culture fluid, and a reduced ability to attach to Caco-2 cells (155). By contrast, inactivation of CodY has no effect on production of phospholipase C or perfringolysin; however, it led to overexpression of NanH and increased efficiency of sporulation in a rich medium. CodY appears to bind to the etx promoter region, but other direct targets of CodY have not yet been defined (155).

**Staphylococcus**

*A codY null mutant of S. aureus* USA300 (the CA-MRSA prototype) is hypervirulent, correlating with increased transcription and protein accumulation for hemolysins, leukocidins, and proteases (156, 157). The situation in *S. aureus* is complex, however, because dozens of virulence-associated genes are known, and CodY directly or indirectly regulates most of them (129, 130, 156, 157). As reported by Novick (159), *S. aureus* virulence genes can be separated into two groups depending on whether their products are involved in colonization or serve as toxins, lipases, proteases, capsule-forming, biofilm-forming, or tissue-damaging proteins. Colonization genes are expressed in the laboratory during the exponential phase in rich medium, whereas the latter group of genes is expressed during the postexponential phase. CodY controls genes from both groups, activating the transcription of some growth and colonization genes (e.g., fnbA) and repressing the transcription of toxins (i.e., hla, hlb, hld, lukSF, tst-1, sak), capsule, biofilm (ica), lipase, nuclease, protease, and ROS detoxifying genes (129, 130, 156, 157). In some of these cases, CodY binds directly to the target gene region, but in other cases, it works indirectly through its repressive effect on expression of the quorum-sensing Agr system and the regulatory RNA, RNAIII (129). CodY also controls the agr locus indirectly by a mechanism that is not yet known (252). Moreover, the regulation may be reciprocal, as an *S. epidermidis* agr mutant showed reduced expression of codY and derepression of CodY-repressed genes (160).

The expression of many Staphylococcal virulence genes (e.g., fibronectin-binding protein, epidermin immunity proteins, enterotoxin B) is altered when the stringent response is induced by limitation of amino acids (leucine or valine) (144) or treatment with mupirocin, an inhibitor of isoleucyl-tRNA synthetase (161). Most of the affected genes are regulated by either CodY or the alternative sigma factor, σB. In addition, the expression of several virulence gene regulators is induced by stringency, including ArlRS, SarA, SarR, SarS, and σB (161). Like many other bacteria, *S. aureus* has several pppGpp-synthesizing enzymes but only one synthetase (RelA/Rsh), which also has pppGpp hydrolase activity. A relA/rsh null mutant of *S. aureus* is not viable, presumably because it is unable to prevent blockage of GTP synthesis, but a mutant defective only in the synthetase function can be studied. Such a mutant is less virulent than its parent strain, but the defect can be suppressed by introducing a codY mutation, implying that CodY is hyperactive as a repressor of virulence in the relA/rsh mutant (144).

It is important to note that the first reported phenotype caused by an *S. aureus* codY null mutation was reduced biofilm formation (162); all subsequent reports based on mutations in other strains showed substantial increases in biofilm gene expression and biofilm formation (158). Thus, one must be open to the possibility that global regulators can be used by different species and different clones within species in different ways that allow adaptation to particular environmental conditions.

**Bacillus**

*B. anthracis* CodY promotes virulence by increasing the abundance of AtxA, the positive regulator of toxin genes; a codY null mutant shows greatly decreased virulence (163, 164). Again, this effect is indirect and appears to reflect repression by CodY of a gene that encodes a protease that degrades AtxA. A codY mutant of *B. cereus*, a close relative of *B. anthracis*, is also attenuated for virulence (165). In strain ATCC 14579, the reduced virulence phenotype could be explained by reduced expression of cytotoxin K, nonhemolytic enterotoxin and hemolysin BL (166). In the emetic strain F4810/72, CodY also appeared to activate expression of nonhemolytic enterotoxin as well as phospholipases and immune-inhibitor metalloprotease 1 (165). In the same strain, CodY represses indirectly the regulon controlled by the PlcR-PapR quorum-sensing system (165). CodY also appears to be an activator of biofilm formation in strain UW101C (167) but seems to repress biofilm formation in strain ATCC 14579 (166).

**Listeria**

In *L. monocytogenes*, CodY was initially postulated to be a negative regulator of virulence because a codY mutation partially restored virulence to a relA mutant.
**Streptococcus**

In *S. pyogenes*, the first pathogen in which a *codY* mutant was isolated (169), the role of CodY is complex. By repressing some virulence genes and activating others, CodY appears to be used to express different classes of virulence genes under different environmental conditions. In part, this complexity may be accounted for by the effect of CodY on expression of the CovRS two-component regulatory system. That is, CovR can be a positive or negative regulator of some virulence-associated genes, depending on environmental conditions. By repressing the *covRS* operon, CodY seems to work at cross-purposes with CovRS and can therefore appear to be a reciprocal activator or inhibitor of virulence (132). How this complicated arrangement plays out in vivo is uncertain, but during growth of *S. pyogenes* in human blood in vitro, many genes are subject to regulation by CodY but not necessarily in the same way as in laboratory growth media (131).

The situation in *S. pneumoniae* is also complicated, in this case because of conflicting reports on the effects of a *codY* mutation. As originally reported, a *codY* mutant was defective in colonization (139). A later report challenged these findings, claiming that a *codY* null mutation in *S. pneumoniae* is lethal; the mutants previously isolated were likely to have had compensatory mutations that allowed the *codY* mutant to survive (170). Any apparent effects of a *codY* mutation on virulence, therefore, may be due to the compensatory mutations rather than the *codY* mutation itself.

**PrdR**

Proline is among the nutrients that severely inhibit *C. difficile* toxin synthesis (153); this inhibition is mediated via proline reductase, a “Stickland reaction” enzyme (171). *C. difficile*, like several other *Clostridium* spp., has the ability to cometabolize proline or glycine and certain other amino acids (172). That is, oxidative metabolism of isoleucine, leucine, valine, or alanine generates NADH and ATP; the NADH can then be used to reduce proline, producing 5-aminovalerate, or glycine, generating acetate and more ATP (Fig. 3). The proline reductase and glycine reductase selenoenzyme complexes are encoded in multigene operons (173). Transcription of the proline reductase operon, which has a $\sigma^{54}$-type promoter, and inhibition of toxin synthesis by proline depend on PrdR, a $\sigma^{54}$-activating regulatory protein encoded just upstream of the proline reductase genes (171). Addition of proline to rich medium has broad effects on metabolism in *C. difficile*; these effects are mostly related to reductive pathways and are dependent on PrdR, implying that PrdR is a global regulator (Bouillaut, Dubois, Monot, Dupuy, and Sonenshein, manuscript in preparation). This unexpected observation raises important questions, however: Is PrdR a global regulator or a specific regulator of the proline reductase operon? If the latter, why and how
would *C. difficile* use proline availability and a proline-sensing regulator to control so many diverse pathways, including toxin production? The answer seems to be that proline has a favored role in NAD*⁺* regeneration (see next section on Rex).

**Rex**

First discovered in *Streptomyces coelicolor* (174), Rex is a global regulator of genes whose products interconvert NADH and NAD⁺. Rex is found in virtually all low G+C Gram-positive bacteria. Ironically, *Streptomyces* is the only high G+C Gram-positive genus that encodes Rex. By monitoring the ratio of reduced to oxidized forms of nicotinamide nucleotides, Rex helps to regulate pathways that regenerate NAD⁺ in cells that are actively oxidizing carbon-energy sources. For example, glycolysis, the Krebs cycle and the pentose phosphate pathway convert NAD⁺ to NADH and NADPH. Without adequate regeneration of oxidized co-factors, these metabolic pathways would come to a halt. Bacteria have three major ways of regenerating NAD⁺/NADPH: (i) NADH/NADPH-dependent biosynthesis; (ii) carbon overflow pathways (e.g., lactate dehydrogenase); and (iii) respiration. In some bacteria, respiration-independent NADH oxidase can also serve. Rex typically represses carbon overflow pathways and reductive pathways that are a form of respiration when the pool of NAD⁺ is adequate. Examples of Rex targets in *S. coelicolor*, *S. aureus*, *C. acetobutylicum*, *B. subtilis*, or *E. faecalis* include lactate dehydrogenase (LDH), lactate permease, alcohol dehydrogenase, butyryl-CoA synthase, crotonase, acetyl-CoA acetyltransferase, pyruvate formate lyase, pyruvate oxidase, NADH dehydrogenase, and cytochrome bd (175–180).

Binding of Rex to its target sites (the well-conserved sequence (TTGTGAa/t₆TTCAACA) is inhibited by NADH; thus, Rex is active as a repressor only when the NAD⁺/NADH ratio indicates adequate NAD⁺ (174). Binding of *S. aureus* and *C. difficile* Rex proteins to their target sites is stimulated by NAD⁺; NADH competes with NAD⁺ for interaction with Rex, thereby inhibiting DNA binding [(178) and L. Bouillaut and A. L. Sonenshein, unpublished]. *Thermus aquaticus* Rex has served as the model for structural studies of Rex-NAD⁺/NADH interactions. When NADH binds, a conformational change ensues that causes Rex to lose its ability to interact with DNA (181).

In *E. faecalis*, deletion of the *ldh* gene causes the carbon overflow metabolism to be redirected toward acetoin, ethanol, and formate and, at the same time, causes changes in expression of many genes that have apparent Rex binding sites upstream (179). The implication is that LDH is the major regenerator of NAD⁺; in the absence of LDH, NADH accumulates, leading to derepression of Rex-repressed genes. A similar case of prioritization of NAD⁺-regenerating pathways is seen in *C. difficile* (discussed later).

**The role of Rex in virulence gene regulation**

**Staphylococcus**

The relationship between pathogenesis and the maintenance of an appropriate balance of reduced and oxidized NAD/NADP is not yet clear, but in some bacteria, metabolic pathways under Rex control are implicated in virulence. For instance, in *S. aureus*, Rex is intimately involved in survival of cells exposed to nitric oxide (NO). NO inhibits the activities of terminal respiratory oxidases, nitrate reductase, and pyruvate formate lyase, leaving lactate dehydrogenase, a target of Rex, as the major means of regenerating NAD⁺ (178). The known connection between LDH activity and resistance to host innate immunity means that modulating Rex function appropriately is a critical factor in pathogenesis (182).

**Clostridium**

In *C. difficile*, proline reductase appears to be the preferred pathway for NAD⁺ regeneration. If proline is limiting in the growth medium or if proline reductase or PrdR is inactive, alternative pathways for NAD⁺ regeneration [e.g., glycine reductase, alcohol dehydrogenase, succinate to crotonyl CoA, crotonyl CoA to butyrate (183, 184)] are induced (Bouillaut et al, manuscript in preparation). These alternative pathways (Fig. 3) are repressed by Rex in wild-type cells when proline is available but not in proline reductase or *prdR* mutants (Bouillaut and Sonenshein, manuscript in preparation). Since these pathways produce butyrate, a stimulator of toxin synthesis, one can imagine that *C. difficile* withholds toxin synthesis when proline is in excess, because the cells have an adequate supply of NAD⁺. If butyrate is being produced, the implication is that NAD⁺ is limiting. Alternatively, by sensing butyrate, the cells may be primed to detect the presence of other butyrate-producing bacteria in the intestinal tract. How the cell communicates its NAD⁺/NADH status to the toxin locus is unknown.

**RpiR**

The RpiR family of regulatory proteins controls carbohydrate metabolism in both Gram-negative and Gram-positive bacteria. First described as a regulator of ribose metabolism in *Escherichia coli* (185), members of the
family have been shown to regulate N-acetylmuramic acid catabolism in E. coli (68), the pentose phosphate pathway in Pseudomonas aeruginosa (186), inositol catabolism in Sinorhizobium meliloti (187), maltose transport and metabolism in B. subtilis (188), and the pentose phosphate pathway in S. aureus (189). Family members typically have an apparent DNA binding domain near the N-terminus and a sugar isomerase binding domain near the C-terminus, suggesting that intermediates in pentose metabolism modulate the activity of at least some RpiR proteins. S. aureus encodes three RpiR homologs, of which two, RpiRb and RpiRc, are involved in pentose regulation (189). An rpiRc mutant shows increased levels of the regulatory RNA, RNAIII, during exponential growth, and an rpiRb mutant demonstrates a similar phenotype during the postexponential phase (189). This phenomenon may be attributable to increased synthesis of the regulatory protein SarA. Moreover, an rpiRc mutation causes increased capsule formation and increased resistance to peroxide (189). The coregulation of pentose metabolism and virulence factors by RpiR proteins suggests strongly that RpiR mediates one of several mechanisms by which virulence and metabolism are coupled.

Interactions Among the Global Regulators
Although each of these global regulators monitors a different intracellular metabolite pool, they interact with each other and with operon-specific regulators in multiple ways. For instance, in B. subtilis, ilvB operon transcription when the cell has excess, most transcription that initiates is aborted before the beginning of the first coding sequence by a T-box–mediated termination/antitermination system that responds to uncharged tRNA leu (193). When cells are in carbon excess, CcpA stimulates transcription of the ilvB operon, thereby making CodY more active as a repressor of many pathways that draw intermediates away from glycolysis. On the other hand, since both CcpA and CodY activate carbon overflow pathways when glucose is in excess, the increased CodY activity generated by CcpA accentuates this cooperation. Finally, the decrease in the GTP pool caused by the stringent response also affects ilvB operon expression in two ways (i.e., by reducing CodY activity and the pool of GTP, the initiating nucleotide for ilvB transcription (143, 194)). Thus, expression of the ilvB operon responds positively to the pool of FBP and negatively to the pools of the three BCAAs, GTP, and glutamine.

Regulation of the Krebs cycle can also be mediated cooperatively by CcpA and CodY. In B. subtilis, CcpA represses the genes for citrate synthase and isocitrate dehydrogenase, whereas CodY represses the gene for aconitase. A third regulator, CcpC, is Krebs cycle-specific and represses the genes for all three enzymes (195). None of these repressors is fully effective by itself; therefore, complete repression requires high intracellular pools of FBP, BCAAs, and GTP and low citrate, the effector of CcpC. (When citrate accumulates to high level, CcpC is inactivated as a repressor of citrate synthase and isocitrate dehydrogenase but switches to a repressor of the aconitase gene (196).) A similar regulatory scheme is found in L. monocytogenes (196). S. aureus also uses CcpA and CcpE (a homolog of CcpC), as well as RpiRc, to regulate the tricarboxylic acid branch of the Krebs cycle. In this case, CcpE acts as a positive regulator of aconitase but not citrate synthase expression and binds to the aconitase promoter region, but its binding is not affected by citrate (197). CcpA represses the synthesis of citrate synthase, aconitase, and isocitrate dehydrogenase in glucose-containing medium (87). Unlike the situation in B. subtilis, an S. aureus codY mutation does not cause derepression of any TCA branch enzymes, at least not under the growth conditions tested (129, 130); of the Krebs cycle enzymes, only α-ketoglutarate dehydrogenase is derepressed in a codY mutant (129).

As mentioned previously, B. anthracis CodY and CcpA are both positive regulators of AtxA accumulation and toxin synthesis, but in C. difficile, both CcpA and CodY repress tcdR and thereby block toxin synthesis. In addition, C. difficile toxin synthesis is inhibited when proline or cysteine is in excess. The direct or indirect mediator of the proline effect on toxin gene expression is PrdR. Thus, C. difficile does not become fully virulent unless deprived of a rapidly metabolizable carbon source and sources of BCAAs, proline, and cysteine. Nonetheless, deprivation of any one of these nutrient sources leads to significant toxin production.

NAD+ regeneration is also subject to multiple overlapping controls. In S. aureus, a mutation in ccpA decreases expression of the LDH-1 gene, implying that CcpA is a positive regulator. But CcpA does not bind to the ldh1 regulatory region, and its effect on ldh1 expression
depends on Rex. In contrast, Rex does bind to the \textit{ldh1} promoter region and represses transcription (198).

The CodY, CcpA, and Rex proteins of \textit{C. difficile} all control reductive metabolism of acetyl-CoA, succinate, and glycine to butyryl-CoA. (In addition, PrdR appears to be an indirect regulator of these pathways through its direct effect on proline-dependent NAD$^+$ regeneration, which was previously noted.) The three operons encoding these pathways appear to be direct targets of CodY and CcpA, as determined by \textit{in vivo} and \textit{in vitro} binding assays (84, 128). They also have apparent Rex binding sites (199). Moreover, the proline reductase operon is positively regulated by CcpA as well as by PrdR (84). One can speculate that these pathways play at least three roles: (i) They are designed to regenerate NAD$^+$, hence their regulation by Rex; (ii) they are ATP-generating pathways, justifying their repression by CcpA when glucose is in excess; and, (iii) as producers of butyrate, an activator of toxin gene expression, they work at cross-purposes with repression of toxin synthesis by CcpA and CodY. Proline reductase is a special case; assuming it is the preferred pathway for NAD$^+$ regeneration, it makes sense that it is positively regulated by CcpA as a means of balancing the redox state during growth on glucose. In summary, it is apparently in the interest of \textit{C. difficile} to minimize toxin synthesis unless multiple checkpoints have been reached (i.e., lack of rapidly metabolizable carbon sources, limitation of BCAAs, and an unfavorable ratio of NAD$^+$ to NADH). When all those conditions are met, butyrate can be made and can signal the cells to turn on toxin synthesis.

CodY and PrdR also appear to repress in partnership the utilization by \textit{C. difficile} of ethanolamine as a carbon and nitrogen source (Bouillaut et al, manuscript in preparation). Ethanolamine is a relatively abundant nutrient in the GI tract by virtue of its abundance in food and its release from host and bacterial membrane phosphatidylethanolamine by phosphodiesterase activity produced by members of the normal microflora (200). The enzyme complex that deaminates ethanolamine and then converts the carbon skeleton to acetate while producing ATP by substrate-level phosphorylation is located in a microcompartment that appears to be necessary to avoid diffusion of the volatile intermediate acetaldehyde (201). The ability to metabolize ethanolamine may contribute to virulence by serving as a nutrient source or by acting as a signal to pathogens that they are in an appropriate environment for expressing virulence functions (202). It is well established that the \textit{eut} genes of several bacterial species are induced during growth in the intestinal tract (202), but the evidence that ethanolamine metabolism is critical for pathogenesis is limited. A \textit{eut} mutant strain of \textit{L. monocytogenes} is defective in intracellular growth \textit{in vitro} in Caco-2 cells (203), and an \textit{E. faecalis eut} mutant strain is attenuated for virulence in a worm model of infection (204). No study has yet shown that the ability to metabolize ethanolamine is critical for successful infection of an animal.

**METABOLISM AND HOST: PATHOGEN INTERACTIONS**

It is becoming increasingly appreciated that host-pathogen interactions are not merely limited to physical contact between bacterial adhesins, toxins, and surface molecules with their cognate host cell receptors. Rather, the interconnected metabolic network encompassing both the host and the microbe can also have measurable effects on disease outcomes. Activated phagocytes responding to invading microbes must acquire nutrients and generate energy in order to produce an array of inflammatory mediators (reactive oxygen/nitrogen species, and antimicrobial peptides) as well as signaling molecules (e.g., cytokines, chemokines, and lipid mediators). The concerted effects of all of these immune functions are essential for clearing infections and restoring tissue homeostasis. In fact, activated phagocytes have energy demands similar to those of muscle cells and neurons, making them some of the most energetically active cells in the body (205). The metabolic pathways used by immune cells to meet the energy demands of activation depend on the immune cell type, the nature of the pathogen, and features of the infected tissue. On the other hand, for an invading microbial pathogen to succeed, it too must be able to acquire nutrients and generate energy for the purpose of persisting long enough to be transmitted to a new host. While the Gram-positive pathogens highlighted in this chapter have extensive interconnected webs of metabolic pathways available to them (reviewed in the first section), which ones are active and functional during various stages of infection are only recently becoming understood. The metabolic pathways used by a pathogen during infection are dictated not only by complex regulatory networks that sense both extra- and intra-cellular cues (reviewed in second section), but also by the compatibility of metabolic pathways with available nutrients and tissue environments, as well as the status of the host immune response. In this section, we will highlight some of the recent findings regarding the role of metabolism in the host:pathogen interaction, focusing both on the metabolic pathways used by the host as well as the diversity of pathways employed by various Gram-positive pathogens.
Host Immune Cell Metabolism During Infections

One of the first immune cells to infiltrate infected tissue is the polymorphonuclear monocyte (PMN or neutrophil). PMNs extravasate from the blood stream in response to a cytokine gradient generated from stromal and epithelial cells at sites of tissue damage/infection. PMNs are short-lived cells that become highly activated, engulf and kill infecting bacteria, and then undergo one of many forms of programmed cell death. They are by far the most abundant effector cell at sites of infection and are critical for rapid control of invading microbes. Another effector cell commonly found within infectious foci is the macrophage. Macrophages mature from circulating monocytes in the blood as they extravasate into infected tissue. Like PMNs, macrophages also engulf and kill invading bacteria, however these cells are generally much more long-lived than PMNs. This is due to the fact that macrophages serve additional roles beyond merely destroying microbes. First, macrophages (as well as dendritic cells) are efficient antigen-presenting cells (APCs), presenting processed antigen in the context of MHC to T-cells, thereby linking the innate and adaptive immune compartments. Furthermore, macrophages also play key roles in restoring tissue homeostasis as the infection resolves. Macrophages engulf and dispose of necrotic and apoptotic cell debris (such as dead neutrophils) and secrete proresolving cytokines and lipid mediators that signal to surrounding stromal and epithelial cells to restore tissue integrity (206). Depending on the state of the infection, the cytokine milieu, and the needs of the surrounding tissue, macrophages adopt distinct phenotypes that allow them to fulfill their wide array of roles within infected tissue. These phenotypes have been broadly categorized into classically or alternatively activated macrophages, the former being associated with inflammation and bacterial clearance (207).

Classically activated macrophages (aka M1 macrophages) resemble activated PMNs in many ways. Both cell types respond to proinflammatory cytokines such as TNF-α, IL-1β, and INF-γ, both are exquisitely sensitive to pathogen associated molecular patterns (PAMPs) sensed through toll-like receptors (TLRs), and both cell types produce an array of antimicrobial effectors such as antimicrobial cationic peptides, reactive oxygen species (superoxide anion, ·O₂⁻, hydrogen peroxide, H₂O₂, and hypochlorite HOCI), as well as nitric oxide (NO·). Together with PMNs, M1 macrophages produce most of the antimicrobial effectors that ensure the quick and efficient elimination of invading microbes. However, these effectors also damage host tissue, and prolonged inflammation can lead to the accumulation of damage associated molecular patterns (DAMPs). Within the site of infection, immune, stromal, and epithelial cells sense the accumulating DAMPs and, concomitant with diminishing levels of PAMPs, alter the cytokine and lipid mediator milieu towards a proresolving profile, including IL-4, IL-10, IL-13, and TGF-β (208). These signals alter the macrophage phenotypes to that of alternatively activated or M2-macrophages. The phenotype of an M2-macrophage differs from M1-macrophages or PMNs. M2-macrophages make no immune radicals and synthesize no antimicrobial peptides but are highly phagocytic to facilitate the elimination of cellular debris at the conclusion of an infection (209). They also produce numerous signals that promote cell proliferation and tissue regeneration. Thus, M2 macrophages are critical for the resolution or wound healing phase that follows an inflammatory response to invading microbes. Despite the fact that PMNs, M1-, and M2-macrophages are all highly energetically active cells, the pathways they use to meet their energy demands differ greatly. For instance, PMNs and M1-macrophages rely heavily on rapid glucose consumption for energy (210). Activation of these phagocytes by inflammatory stimuli induces a form of metabolism reminiscent of that observed in cancer cells. Warburg metabolism was first described in cultured cancer cells and is a phenomenon whereby glucose is oxidized primarily to lactate with little flux into the Krebs cycle or mitochondrial oxidative phosphorylation (OxPhos) despite the abundance of oxygen (211). Indeed, activated PMNs and M1-macrophages show similar tendencies, consuming large quantities of glucose and acidifying the surrounding environment through the excretion of lactate (205, 212).

This form of metabolism (also known as aerobic glycolysis) involves the import of glucose, primarily through the GLUT-1 transporter, after which it is phosphorylated to glucose-6-phosphate (G6P) via hexokinase-1 (HK-1) (205, 213). G6P is then oxidized to pyruvate, which is reduced to lactate and excreted (Fig. 4). This metabolism allows rapid ATP production through substrate-level phosphorylation, albeit less efficiently than through OxPhos, and maintains redox balance via lactate production. G6P is also a substrate for the first enzyme in the PPP. This pathway is important for the de novo synthesis of ribonucleotides, but, more importantly for activated phagocytes, this pathway provides most cellular reducing power in the form of NADPH (214). Electrons from NADPH are used to generate immune radicals such as ·O₂⁻ and NO·, thereby necessitating significant flux through PPP for an effective immune response (Fig. 4).
Thus, rapid consumption of glucose by activated PMNs and M1-macrophages allows rapid ATP production, allowing for chemotaxis and protein synthesis, as well as reducing power for the production of immune radicals. In contrast, M2-macrophages exhibit a markedly different metabolic profile upon stimulation. These cells exhibit drastic increases in fatty acid uptake and catabolism via β-oxidation, pathways not prevalent among activated PMNs or M1-macrophages (215). Curiously, significant increases in the expression of genes involved in fatty acid synthesis are also apparent in active M2-macrophages. The precise role for the balanced expression of fatty acid breakdown and synthesis programs in M2-macrophages is still unclear, but the fact remains that much more of the energy demand in M2-macrophages is met by β-oxidation rather than aerobic glycolysis (215) (Fig. 4).

Another metabolic feature that distinguishes M2-macrophages from M1-macrophages (and PMNs) is the fate of tissue arginine. L-arginine is considered a semi-essential amino acid in that it can be synthesized by mammalian cells, but the total body demand for arginine often outpaces the rate of de novo production, requiring dietary intake to maintain optimal levels (216). Arginine serves as a precursor to two important pathways during infection in addition to general protein synthesis. First, M1-macrophages and PMNs primarily use arginine for NO· synthesis via inducible NO·-synthase (iNOS) (208). This enzyme uses electrons from NADPH to convert arginine to NO· and citrulline. Consequently, iNOS expression is a hallmark of M1-macrophage activation and is required for the efficient clearance of a variety of microbial pathogens (217). Alternatively, M2-macrophages do not express iNOS; rather, arginine is metabolized to the
amino acid ornithine by Arginase-1 (Arg-1) (208). Ornithine is a precursor to proline synthesis, the most abundant amino acid in collagen. Efficient collagen synthesis is critical to reestablishing basement membrane integrity for tissue regeneration. In addition, ornithine can be converted to a series of compounds known as polyamines, which promote cell proliferation. By rerouting arginine flux away from NO- and towards proline and polyamine production, M2-macrophages shift the tissue from an inflammatory, destructive environment to a resolving, profibrotic, and proliferative niche. Consequently, Arg-1 expression is a hallmark of M2 macrophages and is not abundantly produced by M1-macrophages or PMNs.

Just as distinct metabolic pathways fuel macrophages exhibiting M1 versus M2 phenotypes, the transcriptional regulators that drive these fueling reactions also differ between M1- and M2-macrophages. While the complex regulatory networks that differentiate M2-from M1-macrophages and/or PMNs are by no means completely understood, a few key regulators essential to each phenotype have been described. For instance, the aerobic glycolysis that fuels M1-macrophages requires the activity of the hypoxia-inducible factor 1α (HIF-1α) (213). Under normoxic or homeostatic conditions, HIF-1α is highly unstable stemming from its oxygen-dependent hydroxylation at proline residues 405 and 531 by prolyl-hydroxylases. This hydroxylation targets HIF-1α for proteosomal degradation (218). However, as oxygen tension drops, HIF-1α hydroxylation is inhibited, and the protein is therefore stabilized and efficiently translocates to the nucleus. There, it dimerizes with the constitutively expressed HIF-1β (aka aryl hydrocarbon nuclear translocator [ARNT]) to bind to HIF-responsive elements (HREs) and modulate gene expression. During inflammation, the massive consumption of oxygen for the production of reactive oxygen species results in hypoxic conditions sensed by infiltrating phagocytes (210). Thus, HIF-1α is highly stable within inflamed tissue. HIF-1α activates expression of genes involved in aerobic glycolysis, including the glucose importer GLUT-1, hexokinase-1 (HK-1), phosphoglycerate kinase (PGK), and lactate dehydrogenase (LDHA) (219) (Fig. 4). HIF-1α activity also limits the flux of pyruvate into the Krebs cycle by activating pyruvate dehydrogenase kinase (PDK) (219). PDK-mediated phosphorylation of pyruvate dehydrogenase (PDH) limits the conversion of pyruvate to acetyl-CoA, ensuring that glycolytic pyruvate is reduced to lactate via LDHA for maintaining redox balance. Thus, HIF-1α is essential for the metabolic priming of M1-macrophages, as well as PMNs. Mutant phagocytes lacking HIF-1α show diminished ATP levels, reduced chemotaxis, and limited immune effector production upon stimulation, demonstrating the importance of proper metabolic fueling to an effective immune response (213). Like M1-macrophages and PMNs, M2-macrophages also express a regulator central to their metabolic strategies. Expression of Arg-1, as well as genes involved in β-oxidation and fatty acid synthesis, are all dependent on the activity of a nuclear receptor known as the peroxisome proliferator-activated receptor γ (PPAR-γ) (220). PPAR-γ is a member of a family of related nuclear receptors (PPAR-α and PPAR(δ,β)), all of which generally affect lipid homeostasis (221). These receptors enter the nucleus upon binding of their activator ligands and dimerize with the retinoid-x receptor (RXR) to bind PPAR-response elements (PPREs) and affect gene expression. In response to anti-inflammatory cytokines such as IL-4, macrophages stimulate PPAR-γ transcription in a STAT-6 dependent fashion (207). Elevated cytosolic PPAR-γ sensitizes M2-macrophages to the presence of activating ligands. The activating ligand for PPAR-γ is still unknown, but certain prostaglandins and oxidized fatty acids are known to bind and activate the receptor (222). These lipid-based signals accumulate in tissue following prolonged inflammation and oxidative/nitrosative radical production. Thus, PPAR-γ-activation serves as a negative feedback loop to limit the duration of inflammation and reprogram tissue to a resolution phenotype. Indeed, in addition to activating the metabolic fueling reactions of M2-macrophages, PPAR-γ is known to directly limit the activity of pro-inflammatory regulators, including NF-κβ and AP-1 (223). The central role of PPAR-γ in the M2-macrophage phenotype is exemplified by the fact that macrophages deficient in PPAR-γ cannot express Arg-1 and do not exhibit robust β-oxidation or fatty acid synthesis (220). Thus, PPAR-γ activity is essential for limiting inflammation and activating the metabolic fueling pathways that maintain the M2 macrophage phenotype. These cells are essential for wound healing and restoration of tissue homeostasis following an inflammatory response to invading microbes.

Pathogen metabolism during infections

Gram-positive pathogens represent a diverse group of bacteria that, in general, span two phyla, the Firmicutes and the Actinobacteria. Just as marked diversity exists among the different species of Gram-positive pathogens with respect to disease presentation and virulence factor production, the metabolic pathways used by these pathogens to establish infection and persist are also quite varied.
Some of the most in-depth knowledge of bacterial metabolism critical to disease progression has been gathered by studying the intracellular pathogen *M. tuberculosis*, the causative agent of tuberculosis. *M. tuberculosis* thrives within the phagosome of infected macrophages, which traffic the bacterium to multicellular caseous granulomas in the lung. Here, *M. tuberculosis* resides in a quiescent state in which it awaits activation for the elaboration of disease symptoms and transmission. In general, *M. tuberculosis* relies primarily on \( \beta \)-oxidation of host lipids, fatty acids, and cholesterol for energy and carbon sources (224). This generalization is supported by the presence of more than 36 acyl-CoA ligase and 35 acyl-CoA dehydrogenase genes in the *M. tuberculosis* genome (compared with two acyl-CoA ligase and one acyl-CoA dehydrogenase genes encoded by *E. coli* (http://biocyc.org)). Moreover, these genes are highly expressed within macrophages, and many are required for normal *M. tuberculosis* growth during infection (225–227). Fatty acids are oxidized to acetyl-CoA (and propionyl-CoA in the case of cholesterol and odd-chained fatty acids) and therefore require both gluconeogenesis and the Krebs cycle to generate all precursor metabolites. This is supported by the requirement of a key gluconeogenic enzyme, pyruvate carboxykinase (PckA), for full virulence (227). *M. tuberculosis* does not flux lipid-derived carbon through the canonical Krebs pathway because it is incompatible with two-carbon nutrient sources (fatty acids are mainly oxidized to acetyl-CoA and can be thought of as polymers of two-carbon nutrients). As discussed in the first section, the two tandem decarboxylation steps in the Krebs cycle (isocitrate dehydrogenase followed by \( \alpha \)-ketoglutarate dehydrogenase) would essentially oxidize both carbons of acetyl-CoA to \( \text{CO}_2 \), precluding the possibility to use oxaloacetate or methyglyoxalate as substrates (228). However, ICL1 provides an additional role in *M. tuberculosis* metabolism, being critical in the methylcitrate cycle (MCC) as well as the glyoxylate shunt (229). Utilization of odd-chained fatty acids via \( \beta \)-oxidation results in the generation of a single propionyl-CoA molecule, and oxidation of cholesterol results in the production of three propionyl-CoA molecules. Propionyl-CoA can be toxic to cells in that it can inhibit pyruvate dehydrogenase (230). Accordingly, propionyl-CoA is shuttled through the MCC, a series of reactions analogous to the Krebs cycle, by ligation to oxaloacetate via methylcitrate synthase, generating methylcitrate. Methylcitrate accumulation, however, can also be toxic to cells relying on gluconeogenesis in that it can inhibit fructose bisphosphate phosphatase, an essential enzyme for complete gluconeogenesis (231). The fact that ICL1 uses methylcitrate as well as isocitrate as substrates allows *M. tuberculosis* to use ICL1 to reduce the toxic pool of methylcitrate. In addition, when propionyl-CoA production outpaces ICL1 and the MCC, two other pathways assist in reducing propionyl-CoA levels in *M. tuberculosis*: the vitamin B\(_{12}\)-dependent methylnalonyl-CoA pathway and the direct incorporation of propionyl-CoA into cell wall lipids (232, 233). The importance of the glyoxylate shunt, gluconeogenesis, the MCC, and cholesterol and fatty acid import to *M. tuberculosis* underscores the importance of host lipids and membrane cholesterol as fueling sources for this pathogen. However, *M. tuberculosis* does not rely on mere chance encounters with membrane lipids as nutrient sources. *M. tuberculosis* residing within granulomas comes in contact with macrophages that have accumulated high levels of lipids and cholesterol within large lipid droplets. These “foam cells” are thought to be major sources of nutrients for the infecting bacterium. Recent studies have suggested that direct interactions between macrophages and cell wall lipids of *M. tuberculosis* (particularly lipoarabanomannan, ManLAM) alter host cell gene expression, favoring the development of the foam cell phenotype (234). This interaction relies on PPAR-\( \gamma \) activation, which results in the robust fatty acid synthesis necessary for lipid droplet and foam cell formation (234, 235). PPAR-\( \gamma \)–/– macrophages (or macrophages treated with chemical PPAR-\( \gamma \) inhibitors) are far more bactericidal to intracellular *M. tuberculosis*. It is likely that some of this phenotype is due to the “starvation” of *M. tuberculosis* within macrophages defective in PPAR-\( \gamma \) activity and unable to perform robust lipid synthesis. However, ManLAM stimulation of PPAR-\( \gamma \) could have other important implications for *M. tuberculosis* infection outcomes. The PPAR-\( \gamma \)-dependent induction of Arg-1 competes for available arginine used by iNOS to generate NO·. This radical is a potent antituberculosis factor, and diminished NO·-production, as well as inhibition of iNOS expression mediated by PPAR-\( \gamma \), likely contribute to enhanced *M. tuberculosis* survival within macrophages (236). In total, modulation of macrophage...
PPAR-γ activity by *M. tuberculosis* serves many functions in the pathogenesis of this organism, including the dampened production of inflammatory mediators as well as the activation of fueling pathways that “feed” the pathogen during infection.

Another Gram-positive pathogen that relies heavily on gluconeogenic carbon sources is the intracellular bacillus, *L. monocytogenes*. Unlike *M. tuberculosis*, however, *L. monocytogenes* does not reside within a phagosome, but rather escapes to replicate within the host cell cytosol. Here, the bacterium appears to primarily use host glycerol as a preferred source of carbon and energy. Because glycerol is a gluconeogenic carbon source, *L. monocytogenes* downregulates glycolytic enzyme expression and activates the synthesis of gluconeogenic genes during infection (237, 238). Moreover, the expression of genes involved in glycerol uptake and utilization are also induced intracellularly in *L. monocytogenes*, and mutations in these genes limit intracellular growth of the bacterium (237, 238). In addition, G6P can serve as a nutrient source for intracellular *L. monocytogenes*, albeit to a lesser extent than glycerol. Interestingly, the G6P uptake system is upregulated intracellularly, but the glucose transporter is not, suggesting that only carbohydrate phosphorylated by hexokinase is used by *L. monocytogenes* (239, 240). The reliance on glycerol and G6P rather than glucose intracellularly likely reflects the metabolic adaptation of infected host cells to *L. monocytogenes*. A marked increase in glycolysis and glutaminolysis accompanies infection of primary macrophages with the bacterium, which could lead to the intracellular accumulation of glycerol and G6P (241). While the regulatory pathways that control this host response are still unknown, HIF-1α induction of glycolysis may play an as-of-yet uncharacterized role.

In contrast to the obligate intracellular pathogens discussed previously that require gluconeogenesis for full virulence, *S. aureus* appears to require both glycolysis and gluconeogenesis to be fully pathogenic (242). This has been documented in an invertebrate infection model, and we have observed similar findings in murine infection models (253). Recent findings have shed light on this curious observation. While *S. aureus* can survive within phagocytes for prolonged periods, it often lyases host phagocytes and escapes. Within these phagocytes, however, it must endure an impressive onslaught of innate immune effectors, including immune radicals (·O₂⁻ and NO·). Interestingly, *S. aureus* is remarkably resistant to the effects of these immune radicals, particularly NO· (182, 243). Most bacteria are unable to replicate in the presence of NO· due to its propensity to attack redox centers of key metabolic enzymes (244). *S. aureus* elicits an incompletely defined metabolic state that allows the bacterium to circumvent the metabolic constraints imposed by host NO· (245). Of all the nutrients used by *S. aureus*, only certain glycolytic carbon sources support NO·-resistance (246). Therefore, glycolysis is essential for *S. aureus* to resist high-level NO· encountered within PMNs and M1-macrophages. Indeed, glycolytic mutants exhibit severe attenuation within mouse macrophages, but this defect is completely reversed upon inhibition of iNOS activity (253). Thus, because of host immune response, intracellular *S. aureus* relies on glycolysis to persist within the phagocyte until the bacterium can lyse the host cell and escape into the extracellular space. Once there, it then replicates to form bacterial aggregates at the center of tissue abscesses. Here, *S. aureus* resides within lysed host cell debris surrounded by newly infiltrating phagocytes. Inside these highly inflamed hypoxic abscesses, HIF-1α activity is high, thereby driving excessive glucose consumption by host cells (210). Therefore, glucose is likely scarce, and the bacterium must rely on abundant gluconeogenic substrates such as lactate resulting from host cell aerobic glycolysis. Accordingly, *S. aureus* encodes three independent enzymes that can use lactate as a carbon source (246). Furthermore, the low oxygen tension in this abscess environment likely limits the robust production of inflammatory radicals, including NO·, thereby relieving the strict dependence on glycolysis for *S. aureus* to thrive. Thus, lactate and host peptide-derived amino acids could serve as the major energy/carbon source to *S. aureus* at the center of an abscess, necessitating gluconeogenesis. In essence, *S. aureus* relies on different nutrient sources throughout the course of animal infections, explaining the reliance on both glycolysis and gluconeogenesis for full virulence. However, more research is needed to solidify our understanding of the metabolic adptions of *S. aureus* to the dynamic host immune environment.

The spore-forming Gram-positive pathogens, including *Bacillus anthracis* and *Clostridium difficile*, must germinate once inside the host in order to cause disease. Metabolite cues within host tissue interact with specific germinant receptors in the spore membrane and mechanically initiate the germination program. *B. anthracis* spores germinate once the nucleoside inosine and an accompanying cogermiant (usually an amino acid) are encountered (247). Ingested *C. difficile* spores germinate once they encounter bile salts such as taurocholate combined with glycine in the gut (248). Once germinated,
little is known about the metabolism of either species. Curiously, as described above, glucose has opposing effects on the production of the major virulence toxins in the two species. Glucose stimulates the production of anthrax toxin, whereas it suppresses production of the C. difficile toxin. Both effects are mediated through CcpA (see section 2). It is tempting to hypothesize that C. difficile primarily relies on gluconeogenic substrates during infection; however, direct experimental confirmation of this is lacking. C. difficile replicates in the large intestine and, because most digestible carbohydrates are absorbed in the small intestine, the bacterium likely encounters low levels of simple sugars. Moreover, the organism encodes amino acid reductases (see second section) that allow C. difficile to thrive on peptide nutrient sources in anaerobic environments such as the gut. One of these reductases, the proline reductase, was induced upon inoculation into germ-free mice compared with laboratory-cultured bacteria (249). However, whether these systems are required for virulence has not been directly tested. In addition, it has long been appreciated that antibiotic treatment drastically predisposes patients to C. difficile infection. Thus, the normal gut microflora must provide an effective competitive barrier to C. difficile colonization. As mentioned earlier, the lumen of the large intestine is largely devoid of dietary carbohydrate, but it is rich in protein-associated sugars found in mucin and in entocyte cell surfaces. These carbohydrates can be liberated by glycosidases expressed by various microorganisms and subsequently taken up by these symbiotic bacteria. Consequently, the steady-state levels of carbohydrate in the lumen of the large intestine are low. However, antibiotic treatment can interfere with the homeostasis of the gut flora and disrupt the balance between glycosidase-mediated carbohydrate liberation and consumption (250). This generally leads to a transient increase in luminal carbohydrate content in the large intestine, which may be exploited by C. difficile. Indeed, microflora-liberated sialic acid was shown to promote C. difficile expansion in a murine model of infection. Moreover, antibiotic treatment of mice resulted in elevated luminal sialic acid, and C. difficile mutants unable to metabolize sialic acid were defective in colonization of these antibiotic-treated animals (251). Thus, antibiotic treatment of the host may affect the balance of microflora-dependent carbohydrate metabolism in the large intestine, providing C. difficile with a glycolytic nutrient source during infection.

While we have gained significant insights into the roles of metabolism in the host-pathogen interaction, there is much still to be learned about what pathways fuel both host immune cells and invading pathogens. This information might yield possibilities for new therapeutics aimed at inhibiting key bacterial metabolic pathways as well as modulating host metabolism to boost immune production.
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